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Force synaptique

et al., 1999; Malenka and Nicoll, 1999; Mammen et al., 1997;
Nishimune et al., 1998; Song and Huganir, 2002).

For some years, endocytosis and exocytosis were thought to
be the only routes for exit and entry of receptors from and to
postsynaptic sites, respectively. In the early 2000s, by unifying
the classic Singer and Nicholson model of the membrane and
the cell biology of trafficking, we established that lateral diffusion
of receptors in the plane of the membrane is a key step for modi-
fying receptor numbers at synapses (Borgdorff and Choquet,
2002; Dahan et al., 2003; Meier et al., 2001; Tardin et al.,
2003). In the last decade, a series of studies from our labs and
many others established that neurotransmitter receptors are in
a dynamic equilibrium between the different subcellular and sub-
synaptic compartments through the synergy of lateral diffusion
and membrane recycling (Triller and Choquet, 2005, 2008).
Meanwhile, the concept of the synapse as a dynamic environ-
ment was extended to all its components, from its surface
membrane to intracellular organelles such as the endoplasmic
reticulum (Park et al., 2004) and mitochondria, to its cytoskeletal
elements, primarily actin (Matus, 2000), and to its scaffold ele-
ments (El-Husseini et al., 2000), enzymes (Shen and Meyer,
1999) and adhesion proteins. Furthermore, the findings that
different forms of activity-dependent synaptic plasticity are
associated with modifications of the trafficking of either recep-
tors, vesicles or enzymes, has now firmly established that
synapses must be understood in the context of their multiscale
dynamics at the cellular, intermolecular, and intramolecular
levels (Choquet, 2010; Kennedy and Ehlers, 2006; Lisman
et al., 2007; Ribrault et al., 2011b; Shepherd and Huganir,
2007) (Figure 1).

Today, the main challenge that lies ahead is to understand the
relationship between the above-mentioned different dynamic
levels and how they eventually integrate to control neural network
activity and, hence, brain function. A starting point toward this
end is to determine the characteristic times of the various pro-
cesses and how they are interconnected and regulated by
external stimuli. All cellular andmolecular dynamics are governed
by thermodynamic laws and can be first approximated through
the concept of diffusion reaction within multimolecular assem-
blies. The membrane, as a two-dimensional diffusional space,
represents a simplified case particularly amenable to experi-
mental and theoretical investigations of dynamic processes. In
the rest of this Perspective, we will focus our examination on
recent progress on the issues related to molecular diffusion
and, more specifically, within synaptic membranes.

The Synaptic Membrane as a Dynamically
Nano-Organized Space
The neuronal membrane, as any cellularmembrane, is a dynamic
environment that behaves in first approximation according to the
Singer-Nicholson model of the fluid mosaic membrane (Singer
and Nicolson, 1972). This model postulated that the membrane
is a ‘‘two-dimensional oriented solution of integral proteins
embedded in a viscous phospholipid bilayer.’’ In this model,
membrane proteins and lipids undergo free thermal diffusion in
a two-dimensional space. This vision originated, in part, from
the observation of diffusion of molecules between cells (Frye
and Edidin, 1970) and was further supported by FRAP experi-
ments (Axelrod et al., 1976). However, this model was soon
regarded as incomplete, because the measured diffusion
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Figure 1. Trafficking Pathways at Excitatory
and Inhibitory Synapses
Representation of a piece of dendrite harboring
a spine opposed to an excitatory glutamatergic
presynaptic terminal (left) next to a shaft inhibitory
synapse. The dendritic spines are actin-rich pro-
trusions, which constitute the main site of excit-
atory connections and form the postsynaptic
compartment of most glutamatergic synapses in
the mammalian brain. The spine head is separated
fromthedendritic shaftbyamicron longneckabout
100 nm wide. Inhibitory synapses using glycine or
GABAasaneurotransmitter arealwaysondendritic
shafts or cell bodies. Beside this fundamental dif-
ference, the general organization and dynamic
properties of both synapse types are very similar.
Receptors can traffic either intracellularly (intracel-
lular red arrows) in vesicles bound to microtubules
for active transport or on the cell surface by Brow-
nian thermally driven diffusion (extracellular red
arrows). Exchange of receptors between the cell
surface and intracellular compartments occurs at
specific extrasynaptic sites by endocytosis and
exocytosis. Presynaptic receptors can also diffuse
on the membrane. In the presynapse (top element
of both synapses), transmitter filled vesicle exocy-
tosis and recycling is the basis of fast chemical
synaptic transmission. This vesicle cycling has
been the first demonstration of the dynamic prop-
erties of synapses over 40 years ago. At both

excitatory and inhibitory postsynapses, receptors are stabilized in front of neurotransmitter release sites through a set of interactions with intracellular scaffold
elements enriched in the postsynaptic densities (PSDs) and transmembrane proteins that hold the pre- and postsynapse together. The excitatory PSD is more
complex and denser than the inhibitory one, although both display high dynamics and turnover of their constituents. Altogether, regulation of receptor numbers at
synapses results from a complex dynamic equilibrium between all subcellular compartments and regulated interactions between the various elements.
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triggered spikelets at various positions in the interspike interval
(ISI) of the other cell (Figure 4A). Thus, VDJP could be examined
across a broad range of subthreshold membrane potentials.
VDJP displayed a significant voltage-dependent amplification
(Figures 4D2 and 4E). The amplification was absent when sodium
channels were blocked in the postjunctional cell by adding QX-
314 (2 mM) to the internal solution (n = 4; Figure 4E), indicating
that voltage-dependent sodium conductances are fully respon-
sible for the potentiation of the DJP. Active boosting of DJPs
has been shown to enhance the probability to trigger a spike in
the postjunctional cell (Curti and Pereda, 2004; Mann-Metzer
and Yarom, 1999).

We tested whether the HJP can have an influence on firing at
longer timescales. In this experiment, HJPs were evoked at
random phases within the discharge cycle of one cell by repeat-
edly injecting the waveform of an AHP into a coupled cell (ID:
34!54 mm, GJ: 0.41!1.13 nS, n = 4; Figure 4F; Supplemental
Data). The calculated phase-response curves showed that HJPs
prolonged the duration of interspike intervals (Figure 4G). Further-
more, the later the HJP within the discharge cycle, the bigger the
change in the ISI duration, with a linear correlation slope that

strongly depended on the coupling strength (Figure 4G). This
shows that the HJP can effectively delay spike firing and shape
Golgi cell synchrony on longer timescales than the DJP.

Together, these results confirm that spikelets have a dual
effect: excitation mediated by the DJP effectively synchronizes
spikes with millisecond precision, and inhibition mediated by
the HJP shifts the phase of the cells. However, experimental
approaches are limited in their capacity to unravel the contribu-
tion of these two effects or other parameters to the generation of
network oscillations. For this purpose, we designed a network
model that incorporates all features described above.

A Golgi Cell Network Model Displays Oscillatory
Behavior Similar to Experiments
Previous models have shown that electrical coupling can
synchronize periodic spike emission both in single pairs (Chow
and Kopell, 2000) and large neuronal networks (Pfeuty et al.,
2003). These models contained few heterogeneities and
modeled cells discharged in high synchrony at each cycle of
the oscillation. In contrast, we report here that during KA-
induced oscillations, Golgi cells have different firing rates
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Figure 4. Spikelets Have a Dual Excitatory-Inhibitory Influence
(A) Firing pattern of a strongly coupled pair (GJ = 1.54 nS) excited by steady current injection. Arrowheads indicate spikelets produced by asynchronous spikes.

(B) Corresponding CC, displaying a double-peaked structure.

(C) Coordinates of the two subpeaks in eight pairs.

(D1) Magnified view of a spike in cell 1 (blue) and the corresponding DJP in cell 2 (red). The membrane potential at the foot of the DJP (Vm) was measured 0.5 ms

before the spike peak (dashed line). The DJP amplitude (VDJP) was measured relative to a linear extrapolation of the baseline (black line). (D2) DJPs were sorted

according to Vm and averaged (bin = 2 mV) in control conditions (left) and in the presence of 2 mM internal QX-314 (right).

(E) (Left) Voltage dependence of VDJP in control conditions (n = 5 pairs, each corresponding to one color). Exponential fits (a + b.exp[VDJP/c]) returned: a = 0.2 ±

0.2 mV, b = 2.8 ± 6.7, and c = 8.1 ± 3.7 mV (n = 10). (Right) Same relation with QX-314 in cell 2.

(F) Influence of the AHP on spike timing in coupled cells. A voltage command reproducing the AHP time course was injected into cell 1 (recorded with QX-314).

The evoked HJP in cell 2 (arrow) changed the cell’s firing by prolonging the ISI (compare the test ISI to control ISIs).

(G) Average phase-response curves showing the duration of the test ISI (percentage of average control ISI) plotted against the phase at which the HJP was

evoked within the discharge cycle of cell 2 (bin = 18", n = 4 pairs).
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adjustment of the weights of PF-PC synapses, by using an
error signal provided by the climbing fibre (a form of
‘‘supervised learning’’), a hypothesis subsequently refined
by Albus [28]. Experimental confirmation of the plasticity
of these weights came !10 years later [29].

If we assume therefore that the task of the Purkinje cell
is to associate given outputs to specific input patterns, can
anything be deduced about the quantitative distribution of
synaptic weights at the PF-PC synapse without specifying
the plasticity rule at this synapse? The answer is yes,
particularly if it is also assumed that the performance of
the task has been optimised in some way (see Box 2). The
appeal to optimality is justified in part by a good fit to
experimental data (see below), but it is also reasonable to
consider that evolution would favour effective and efficient
computation.

The optimal weight distribution for a perceptron with
excitatory synapses that best fits the granule cell-Purkinje
cell weight distribution is shown in Figure 4. The shape of
the distribution is determined by the requirement of maxi-
mum storage, together with the key constraint that the
synaptic weights are positive. From a maximum at zero
weight, the distribution decays monotonically as a trun-
cated Gaussian. In addition, a large fraction of zero weight
(i.e. silent, or potential) synapses is present. The distri-
bution depends only on two parameters: themean synaptic

weight, which fixes the normalisation of the weight axis,
and a parameter, k, which quantifies how robust the
classification is to noise perturbations.

We have described optimal learning as maximising the
number of associations for a fixed resistance to noise k. An
alternative interpretation is that the resistance to noise is
maximised for a given number of learned associations. This
leads to the same optimal weight distribution, and it might
be biologically more plausible, because the neural network
probably does not have control over the number of associ-
ations it is presented with.

Strikingly, this analysis also offers a natural explanation
for theexistence ofa largeproportionof silent synapses: they
are a necessary byproduct of optimal learning in the pre-
sence of the constraint that weights are non-negative (i.e. at
excitatory synapses). As learning proceeds, some active
synapses need to be depressed to avoid erroneous spike
outputs. Repeated depression causes a finite fraction of
synapticweights toaccumulateat zero.Fornon-zerok (noise
resistance), even more synapses must be silenced.

Fitting the theoretical distribution to the experimental
one yields values for several parameters (including activity
levels and resistance to noise). These values can be used to
obtain precise estimates for the storage capacity (!5 kilo-
bytes of information per Purkinje cell in the form of 40,000
input-output associations).

Figure 1. Experimental distributions of synaptic weights. (a) Cortical layer 2/3 pyramidal-pyramidal synapses. Red, [56]; green, [57]; blue, [58]. Inset: average presynaptic
action potential (bottom) and excitatory postsynaptic potential (top) of a connected pair of layer 2/3 pyramidal cells; adapted from [56], copyright 1991 by the Society for
Neuroscience. (b) Cortical layer 5 pyramidal-pyramidal synapses. Red, Sjöström et al. data set [38,59]; blue, [60]. (c) Hippocampal CA3-CA1 synapses [9]. (d) Cerebellar
granule cell-Purkinje cell synapses [11,12].
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Instabilité des composants synaptiques



Les synapses sont des assemblées moléculaires très dynamiques

M Kneussel, A Triller & D Choquet,
Cell (2014) 
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Evolution de domaines synaptiques

Fig 3. Long term imaging of mTurq2:Geph puncta. A) A rat cortical neuron expressing mTurq2:Geph
within a network of cortical neurons growing on a thin-glass MEA dish (starting at 18 days in vitro). Bar, 20μm.
B) Time-lapse imaging of the region enclosed in rectangle in (A). Images were collected at one hour intervals
for 161 hours (~7 days). Only a subset of the data is shown here. Bar: 20μm. C)High temporal and spatial
resolution images of region enclosed in rectangle in (B). Note the excellent ability to follow the same
synapses over time. Fluorescence measurement data for the three synapses enclosed in colored rectangles
is provided in Fig 5A. The bottom panel demonstrates the programmatic detection of mTurq2:Geph puncta,
used thereafter for counting and fluorescence quantification. Bar, 10μm.

doi:10.1371/journal.pcbi.1004632.g003
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Fig 4. Population measures of inhibitory synapse sizes and numbers are stable and only modestly
affected by the suppression of spontaneous activity. A) Spontaneous activity recorded for 72 hours in
one network, starting with the mounting of the preparation on the combined MEA recording/imaging system.
Every dot represents the total number of action potentials (AP) recorded from all electrodes during a one
minute period, divided by 60. Action potentials were identified on-line as threshold crossing events (with the
threshold set at -0.4 mV), in traces such as those shown in the inset (6 action potentials recorded from two
electrodes). Bars, 1msec, 1mV.B) Changes in spontaneous activity levels—pooled data from 6 experiments.
Data was normalized to activity levels measured at t = 72 hours.C)Changes in mTurq2:Geph puncta
numbers pooled from 27 neurons in 4 experiments in which images were obtained at one hour intervals.
Counts for each neuron were normalized to initial puncta counts at t = 0. D) Changes in mTurq2:Geph
fluorescence intensities pooled for the same 27 neurons as in C). Fluorescence values were normalized to
mean fluorescence at t = 0. E) Distributions of mTurq2:Geph puncta fluorescence intensities averaged over
three consecutive, 24-hour windows for the same 27 neurons as in C,D). F) Changes in mTurq2:Geph puncta
numbers following the abrupt suppression of network activity by exposing the networks to TTX at t = 0 (red
line, see also S3 Fig).G) Changes in mean mTurq2:Geph puncta fluorescence intensities following the
suppression of network activity at t = 0. H) Distributions of mTurq2:Geph puncta fluorescence intensities
during 23-hour consecutive time windows before and after exposure to TTX (4 Experiments, 27 neurons,
~4,000 synapses). All values in B-D,F,G represent means ± standard deviations.

doi:10.1371/journal.pcbi.1004632.g004
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fluorescence over such periods, whereas the fluorescence of other puncta remained quite stable.
Importantly, changes in puncta fluorescence continued to occur even when activity was
blocked by TTX.

To quantify the extent of change exhibited by individual mTurq2:Geph puncta and compare
these in spontaneously active and silenced networks, we calculated, for the filtered data of each
tracked synapse, the normalized range of fluorescence change (“Range over Mean”; [8]) as
illustrated in Fig 5B (inset)

Range
Mean

¼ 100 " Fmax # Fmin

!F
ð1Þ

Fig 5. Spontaneous remodeling of individual inhibitory synapses. A)Changes over time in the
fluorescence intensity of three mTurq2:Geph puncta (enclosed in color-coded rectangles in Fig 3C)
measured over the course of 161 hours. Raw data is shown as thin lines whereas thick lines show the same
data after smoothing with a 3-point low-pass filter. The filtered data was used in all subsequent analyses. B)
Distributions of the range of changes exhibited by individual mTurq2:Geph over the course of 24 hours,
before and after exposure to TTX (4 Experiments, 27 neurons, 749 synapses). The ranges of change of
individual puncta were expressed as “range over mean” calculated as illustrated in inset, that is, by
subtracting the minimal intensity from the maximal intensity and dividing this difference (the range) by the
mean fluorescence intensity (eq 1 in main text).

doi:10.1371/journal.pcbi.1004632.g005
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Les tailles des synapses 
individuelles fluctuent

La distribution des tailles
est constante en temps

Les données sont bien 
décrites par :

Rubinsky & Ziv
PLoS Comp Biol (2015)
(+Statman & al (2014))

where Fmax, Fmin and !F are the maximal, minimal and average fluorescence intensities mea-
sured for a given synapse over a given period, respectively. Average range over mean values
measured over 24 hour periods were 24±10% (before TTX) and 24±13% (after TTX). Distribu-
tions of range over mean values before and after TTX are shown in Fig 5B (4 Experiments, 27
neurons, 749 tracked synapses). These distributions were rightward skewed, with about 20% of
the puncta exhibiting changes of 30% or more over this period, and not different for active and
silenced networks (P> 0.97; paired two tailed t-test).

These findings show that in common with what was observed for glutamatergic synapses,
the stability of inhibitory synaptic size populations coexists with significant fluctuations in
individual synapse sizes within the same populations. Moreover, the finding that the extent of
such fluctuations is not different in highly active and completely silent networks indicates that
these fluctuations are largely activity independent.

Spontaneous changes in synaptic sizes lead to a gradual deterioration
of inhibitory synapse “configurations”
What is the cumulative effect of fluctuations in synaptic sizes? One possibility is that the
observed fluctuations have no cumulative effect, merely reflecting, for each synapse, fluctua-
tions around some mean size, such that on average, synaptic sizes remain constant. Put dif-
ferently, these fluctuations might have no lasting impact on configurations of inhibitory
synapse sizes for particular neurons. To examine how such fluctuations might affect configu-
rations of inhibitory synaptic sizes, we followed individual synapses in spontaneously active
networks (same neurons as those used for obtaining the data in Fig 4) and plotted the
mTurq2:Geph fluorescence of each synapse (749 synapses from 27 neurons in 4 experiments)
at increasing times against its fluorescence at an initial time point. We selected this initial
time point to be t = 30h to move away from the transient observed at the beginning of such
experiments (Fig 4C). As shown in Fig 6A, over the course of 42 hours, the correlation
between initial and subsequent mTurq2:Geph fluorescence gradually decreased (manifested
as decreases in the coefficient of determination, or R2, serving as a goodness of fit measure).
More importantly, however, the slopes of linear regression lines for these plots gradually
decreased, whereas their offsets gradually increased (Fig 6B). These systematic and mono-
tonic changes in regression line parameters are not consistent with random fluctuations
around fixed points. In contrast, they are very much in line with a statistical framework we
recently formulated for glutamatergic synapse remodeling [14] which is based on a statistical
process known as the Kesten process [49–51].

The basic premise of the aforementioned framework is that synaptic remodeling dynamics
are governed by both additive and multiplicative processes, both of which are inherently sto-
chastic (but can be parametrically dependent on activity) and represent the aggregate of multi-
ple microscopic molecular processes. According to this model, for a given synapse of size x, its
new size after some discrete time period (i.e. at t+1) will be

xtþ1 ¼ εtxt þ Zt ð2Þ

where εt and ηt are not fixed values but random variables drawn independently at each time
step from some distribution. In this process, which can give rise to rich and complex dynamics,
if εt is, on average less than 1.0 (or more accurately, if hln εi< 0) and ηt is on average positive,
size distributions will be both stable and rightward skewed as in Fig 4E and 4H, even though
sizes of individual objects fluctuate continuously. Furthermore, it can be shown [14] that when
the distributions are stable, the iteration of this process k times will give rise to objects whose

Remodeling and Tenacity of Inhibitory Synapses
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e>0,h random, <In(e)><0 
(Kesten, 1973)
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Un processus cyclique d’agrégation contrôlé par la diffusion sur la membrane
(pas à l’équilibre thermodynamique, énergie consommée)

Fluctuations à partir d’un modèle microscopique simplifié.

Ranft et al, PLos Comp Biol (2017)



Simulation de l’évolution de la taille d’un domaine  
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Figure 4: Predicted average cluster size evolution, fluctuations, and long-time size dis-

tribution. (A) Average cluster size (mean ± SD) evolution for clusters of an

initial size 2 (light blue) and 100 (light red) particles, respectively, averaged

over independent cluster size trajectories. Superposed: exemplary cluster size

trajectory. Simulation parameters are identical to Fig. 2. (B) Autocorrelation

of the cluster size n(t), both for the particle-based simulation and simulated

trajectories based on the master equation approach, see text for details. Both

curves are fitted by an exponential decay with a characteristic decay rate

⌧�1
c ' 1.2k. (C) The distribution of cluster sizes at long times. Large clusters

do not disappear but explore the size distribution shown here due to parti-

cle addition by fusion with other clusters and particle removal by desorption.

The distribution obtained from the master equation varies slightly as spatial

correlations are ignored.
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- Taille initiale oubliée rapidement
- Fluctuations (quasi) stationnaires 
- Non-invariance par renversement du temps : le processus n’est pas à l’équilibre

thermodynamique
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Le temps de vie des domaines peut être calculé dans le modèle avec les 
paramètres obtenus des expériences :

Tvie ' 3� 9mois
J Ranft et VH, Phys Rev E  (2020)



Test expérimental du modèle et modification  
Idée : bloquer la diffusion latérale des recepteurs et mesurer
la dynamique résultante du domaine post-synaptique

effect on the decay rate (tCTRL ¼ 10.3 5 0.9 min, tIMMO ¼
13.5 5 2.0 min). It should be noted that the intensity in the
red channel at the first time point after photoconversion was
systematically higher than in the subsequent images, which
is why we fitted an additional offset correcting for the over-
activation at t ¼ 0 (see Materials and methods).

To exclude the existence of a faster component that was
not captured with a 2 min acquisition frequency, we con-
ducted another series of FRAP and FDAP experiments
with a higher acquisition rate (15 s over a period of
4 min). The Dendra2-gephyrin intensity showed only a
small recovery and decay on this timescale. Moreover, the

data could be approximated with a linear fit, indicating
that no sizeable fast component of exchange was present
(Fig. S5). However, there was a trend that the gephyrin ex-
change was reduced by GlyR immuno-immobilization (re-
covery slope aCTRL ¼ 0.067 5 0.004 min"1, aIMMO ¼
0.055 5 0.003 min"1).

The fit of the FRAP and FDAP data recorded over a
period of 30 min with two parameters (t, fstable) implies
that there is a seemingly immobile fraction of gephyrin
that does not exchange with the extrasynaptic pool on this
timescale. The fact that immuno-immobilization increases
this immobile fraction suggests that the stable gephyrin

FIGURE 5 Model of synaptic receptor and scaf-
fold protein dynamics. (A) Sketch of the proposed
exchange kinetics is given. Receptors can enter
and exit the synapse alone (1) or with scaffold pro-
teins attached (2). Synaptic receptors and scaffold
proteins exist either as loosely bound populations
(receptors r, blue, and scaffold proteins s, orange)
or in a more tightly bound state (‘‘cross-linked’’ re-
ceptor-scaffold complexes c, green); the transitions
between the respective states are described by the
fluxes (3). Scaffold proteins exchange with the
cytoplasm (4) when not in the tightly bound state.
(B and C) Fits of the combined experimental
FRAP and FDAP curves (see Materials and
methods and Supporting materials and methods)
for the GlyR dynamics in the control condition
(B) and gephyrin dynamics in the control and im-
muno-immobilized conditions (C) are given.
Upon receptor immobilization, we assume that a
fraction f of loosely bound receptors, together
with loosely bound scaffolds, is converted into
the "cross-linked" receptor-scaffold state. The
model curves correspond to the best-fit parameters
for f ¼ 0. (D and E) Total amount and breakdown
into subpopulations of synaptic receptors (D) and
scaffold proteins (E) predicted by the model, rela-
tive to the total number of scaffold proteins at the
synapse (S* ¼ 1), are given. (The asterisks denote
stationary values obtained from the model with
the fitted parameters.) The bars indicate the range
of values obtained for 0 % f % 1; values for f ¼
0 and f ¼ 1 are indicated by solid and dashed lines,
respectively. Note that in the model, one receptor
represents a pentameric GlyR complex and one
scaffold particle represents one gephyrin trimer.
The respective contributions of the loosely and
tightly bound populations are color coded accord-
ing to (A). (F) Receptor and scaffold fluxes pre-
dicted by the model in the control condition are
shown. The bars indicate the range of values ob-
tained for 0 % f % 1; values for f ¼ 0 and f ¼ 1
are indicated by solid and dashed lines, respec-
tively. Note that in the immuno-immobilized condi-
tion, all receptor fluxes are assumed to vanish, and
koffs ¼ Kon.
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effect on the decay rate (tCTRL ¼ 10.3 5 0.9 min, tIMMO ¼
13.5 5 2.0 min). It should be noted that the intensity in the
red channel at the first time point after photoconversion was
systematically higher than in the subsequent images, which
is why we fitted an additional offset correcting for the over-
activation at t ¼ 0 (see Materials and methods).

To exclude the existence of a faster component that was
not captured with a 2 min acquisition frequency, we con-
ducted another series of FRAP and FDAP experiments
with a higher acquisition rate (15 s over a period of
4 min). The Dendra2-gephyrin intensity showed only a
small recovery and decay on this timescale. Moreover, the

data could be approximated with a linear fit, indicating
that no sizeable fast component of exchange was present
(Fig. S5). However, there was a trend that the gephyrin ex-
change was reduced by GlyR immuno-immobilization (re-
covery slope aCTRL ¼ 0.067 5 0.004 min"1, aIMMO ¼
0.055 5 0.003 min"1).

The fit of the FRAP and FDAP data recorded over a
period of 30 min with two parameters (t, fstable) implies
that there is a seemingly immobile fraction of gephyrin
that does not exchange with the extrasynaptic pool on this
timescale. The fact that immuno-immobilization increases
this immobile fraction suggests that the stable gephyrin

FIGURE 5 Model of synaptic receptor and scaf-
fold protein dynamics. (A) Sketch of the proposed
exchange kinetics is given. Receptors can enter
and exit the synapse alone (1) or with scaffold pro-
teins attached (2). Synaptic receptors and scaffold
proteins exist either as loosely bound populations
(receptors r, blue, and scaffold proteins s, orange)
or in a more tightly bound state (‘‘cross-linked’’ re-
ceptor-scaffold complexes c, green); the transitions
between the respective states are described by the
fluxes (3). Scaffold proteins exchange with the
cytoplasm (4) when not in the tightly bound state.
(B and C) Fits of the combined experimental
FRAP and FDAP curves (see Materials and
methods and Supporting materials and methods)
for the GlyR dynamics in the control condition
(B) and gephyrin dynamics in the control and im-
muno-immobilized conditions (C) are given.
Upon receptor immobilization, we assume that a
fraction f of loosely bound receptors, together
with loosely bound scaffolds, is converted into
the "cross-linked" receptor-scaffold state. The
model curves correspond to the best-fit parameters
for f ¼ 0. (D and E) Total amount and breakdown
into subpopulations of synaptic receptors (D) and
scaffold proteins (E) predicted by the model, rela-
tive to the total number of scaffold proteins at the
synapse (S* ¼ 1), are given. (The asterisks denote
stationary values obtained from the model with
the fitted parameters.) The bars indicate the range
of values obtained for 0 % f % 1; values for f ¼
0 and f ¼ 1 are indicated by solid and dashed lines,
respectively. Note that in the model, one receptor
represents a pentameric GlyR complex and one
scaffold particle represents one gephyrin trimer.
The respective contributions of the loosely and
tightly bound populations are color coded accord-
ing to (A). (F) Receptor and scaffold fluxes pre-
dicted by the model in the control condition are
shown. The bars indicate the range of values ob-
tained for 0 % f % 1; values for f ¼ 0 and f ¼ 1
are indicated by solid and dashed lines, respec-
tively. Note that in the immuno-immobilized condi-
tion, all receptor fluxes are assumed to vanish, and
koffs ¼ Kon.
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As expected, the red fluorescence of photoconverted Den-
dra2-GlyRa1 at synaptic puncta decreased in parallel to the
recovery of the green fluorescence (Fig. 1). The loss of fluo-
rescence was similar to the rate of recovery, falling to!34%
of the initial value after 30 min. Control puncta that were
near the site of photoconversion also showed a slight in-
crease in fluorescence in response to the 405 nm laser pulse,
confirming that stray light can affect the fluorophores
despite its low intensity. FDAP intensity traces were normal-
ized and rescaled as described in the Materials and methods.

Our pilot experiments had shown that the recovery and
the loss of Dendra2-gephyrin was roughly on the order of
50% after 30 min (Fig. S3). In other words, GlyR and ge-
phyrin populations exchange on a similar timescale, which
we thought could be an indication that the two components
enter and exit synapses jointly in the form of GlyR-gephyrin

complexes, consistent with earlier hypotheses (10,19). We
reasoned that if this were true, the immobilization of the
GlyRs should reduce the exchange rate of gephyrin at
synapses.

GlyR immuno-immobilization

To interfere with the mobility of the GlyRs, we decided to
cross-link the cell surface receptors using specific anti-
bodies against the a1-subunit of the GlyR. Antibody
cross-linking has been previously shown to fully block
the lateral diffusion of neurotransmitter receptors at excit-
atory synapses (23). Using the same approach, spinal cord
neuron cultures were treated for 10 min with high concen-
trations of primary antibodies against GlyRa1, followed
by a 10 min application of Alexa Fluor 488 (A488)-

FIGURE 3 Dendra2-gephyrin dynamics in control and immuno-immobilized conditions. (A and B) FRAP and FDAP time-lapse images of Dendra2-ge-
phyrin in spinal cord neurons under control conditions (A) and after GlyR immuno-immobilization (B) are shown. Top shows FRAP of nonconverted (green)
Dendra2-gephyrin, and bottom row shows FDAP of photoconverted (red) Dendra2-gephyrin. (C and D) Quantification of the average intensity of Dendra2-
gephyrin at synaptic puncta in FRAP recordings in control (C, mean5 SEM, nCTRL¼ 48) and immuno-immobilized conditions (D, mean5 SEM, nIMMO¼
55) is shown. (E) Normalized FRAP data fitted with a single exponential component t and a stable fraction fstable are given. (F andG) Quantification of FDAP
recordings of Dendra2-gephyrin is shown (F, nCTRL ¼ 48; G, nIMMO ¼ 55, mean5 SEM). (H) Normalized and fitted FDAP data are given. To see this figure
in color, go online.
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Effet majeur:
-niveau de fluorescence à temps long est modifié par
l’ajout d’anticorps =>

l’immobilisation des recepteurs stabilise l’échafaudage!

-temps de redistribution pas beaucoup modifié
Þ diffusion latérale entrante balancée par diffusion sortante
Þ flux « direct » d’échafaudage non négligeable



Apprentissage, plasticité et mémoire



Apprentissage et plasticité

-Pour apprendre, les forces des synapses doivent être modifiées.

-Typiquement, c’est le résultat de la coincidence de potentiels d’action pre et 
post-synaptiques (Hebb, STDP,...) dans un court intervalle DT (~ 100ms)

-Taux de coincidence : r ~ rpre rpostDT = 0. 01 s-1  (with rpre= rpost =1Hz)
i.e. every 10 s

Synapse à 2 états: W                      S
k+

k-

-Taux de relaxation ~ Taux de modification k+, k- ~ q r
q ~ 1 : la modification est très vite oubliée
q << 1 : la synapse est rarement modifiée

Si une mémoire est distribuée dans un grand nombre de synapses Ns
au mieux q ~ 1/Ns

1/2 pb: petit signal/bruit, temps pas très long pour Ns= 106....

(Amit et Fusi, 92,94, 02)



Une résolution théorique : modèle en “cascade”

Taux de modification k+, k- ~ q r

q ~ 1 : la modification est très vite oubliée
q << 1 : la synapse est rarement modifiée
Remède : ensemble de processus couplés avec différents q 
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is proportional to N , and as a consequence a t−1/2 decay would imply 
that the memory capacity scales linearly with N.

This abstract model reveals what kind of decay of the memory 
signal is desirable, but it does not explain how this behavior is achiev-
able by synaptic dynamics. The next step is to construct a model that 
implements the desired power-law decay. One simple way would be 
to endow each synapse with a timer and introduce a mechanism to 
decrease the relative weight of each synaptic modification on the basis 
of the age of the modification18, but this would just move the prob-
lem to the encoding and preservation of the memory age, which is 
potentially as difficult as the original memory problem we intend to 
solve. Fortunately, there is no need for a timer, as there are synaptic 
models in which the 1 t  decay emerges naturally from the interac-
tion of multiple processes.

We will start with the construction of a simple chain model that 
captures and illustrates all the relevant scaling properties of more 
complex models. Then we will show how to generalize the model to 
incorporate less orderly interactions more similar to those observed 
in biological synapses. The simple chain model is characterized by 
multiple dynamical variables, each representing a different biochemi-
cal process (Fig. 1a). The first variable, which is the most plastic one, 
represents the strength of the synaptic weight. It is rapidly modi-
fied every time the conditions for synaptic potentiation or depres-
sion are met. The other dynamical variables represent biochemical 
processes that are affected by changes in the first variable. In the 
simplest configuration, these variables are arranged in a linear chain, 
and each variable interacts with its two nearest neighbors. These hid-
den variables tend to equilibrate around the weighted average of the 
neighboring variables. When the first variable is modified, the second 
variable tends to follow it. In this way a potentiation or depression is  

propagated downstream, through the chain of all variables. 
Importantly, the downstream variables also affect the upstream vari-
ables as the interactions are bidirectional.

To gain insight into the way this type of synapse works, it is useful 
to resort to an analogy with a set of communicating vessels, a more 
intuitive physical system (Fig. 1b). Each synaptic variable is repre-
sented by the level of liquid in a beaker. The interactions between 
variables are mediated by tubes that connect the beakers. The first 
beaker represents the synaptic weight. Potentiation of the synapse is 
implemented by pouring liquid into it, whereas depression is imple-
mented by removing liquid. As the liquid level deviates from equilib-
rium, the fluid flow through the tubes will tend to balance the levels 
in all beakers. The balancing dynamics is fast when the beakers are 
small and the tubes large, but slow when the beakers are large and the 
tubes small. A single synaptic modification is remembered as long as 
the liquid levels remain significantly different from equilibrium.

We can construct the desired synaptic memory model by consid-
ering the analogous system of communicating vessels. An efficient 
memory system should have both long memory lifetimes (i.e., long 
relaxation times) and a large initial memory strength, obtained with 
a relatively small number m of variables (i.e., beakers). In a homoge-
neous chain (Fig. 2a), perturbations already decay with the desired 
1 t  power law, but it requires a large m that grows as the square 
root of the memory lifetime. This problem can be circumvented by 
merging exponentially growing groups of beakers into larger ones of 
equivalent total area (Fig. 2b) and in addition reducing the sizes of 
the connecting tubes by exponentially increasing factors (Fig. 2c), 
which implies that the variables describing the system operate on dif-
ferent timescales that increase exponentially as one moves along the 
chain. This leads to a model with an approximately 1 t  decay of the 
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Figure 2 Model construction. (a) Relaxation dynamics in a set of 31 identical beakers connected by tubes of equal size (Ck = 1, gk,k+1 = 1/8). A 
perturbation of the liquid level of the first beaker diffuses to the others, slowly disappearing. The 31 uk variables are shown in the middle at three 
different times. The decay of u1, which approximates the desired 1 t  power law, is plotted on the right on a log–log scale. The number of beakers 
required in such a homogeneous system, however, grows as the square root of the number of stored memories. (b) A smaller set of beakers of 
progressively increasing sizes is obtained by merging those of a. The first beaker remains unchanged. The next two are merged into a larger beaker that 
contains the same volume of liquid as the two original ones. Then the next four beakers are combined, and so on, leading to successively larger ones 
(Ck = 2k−1). The cross-sections of the tubes are still identical (indicated by blue ovals). While this merging procedure dramatically reduces the number 
of beakers, the convergence to equilibrium is now much faster than before (~1/t). (c) We can recover the slow decay, without increasing the number of 
beakers, by tuning the cross-sections of the tubes connecting the communicating vessels. Their sizes are progressively reduced (by powers of two) to 
slow the decay (gk,k+1 = 2−k−2), which now follows the desired 1 t  behavior over a time period that grows exponentially with the number of beakers.

Force synaptique : hauteur
dans le premier recipient

Modification: on ajoute/retire
de l’eau dans le 1er recipient

Diffusion : la modification
décroit/oubliée comme t-1/2 . 
avant temps de coupure et 
décroissance exponentielle 
avec le taux le plus lent. Nbre de variables/récipients Temps

(Fusi et Abbott, 2005; Benna et Fusi, 2016).
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reduction in the initial memory strength, which still scales approxi-
mately as N . Although the proposed synaptic model requires some 
tuning, it is robust to noise and variation in its parameters. Moreover, 
we construct a broad class of synaptic models that are equivalent 
in terms of memory performance. These different models capture 
the complexity and diversity of biochemical processes believed to 
be involved in memory consolidation. Thanks to their complexity, 
they can also reproduce the rich phenomenology of a plethora of 
biology and psychology experiments, including power-law memory 
decay13,14, synaptic metaplasticity15, delayed expression of synaptic 
potentiation and depression, and spacing effects16,17.

RESULTS
The memory benchmark
To study the process of storing multiple memories and compare 
memory models, we need to make assumptions about the nature of 
memories. Storage of new memories is likely to exploit similarities 
with previously stored information (consider, for example, semantic 
memories). In what follows, we focus on mechanisms responsible for 
storing new information that has already been preprocessed in this 
way and is thus incompressible. For this reason, we consider memo-
ries that are unstructured (random) and do not have any correlations 
with previously stored information (uncorrelated).

Consider an ensemble of N synapses that is exposed to an ongoing 
stream of modifications, each leading to the storage of a new memory 
defined by the pattern of N synaptic modifications. We will select 
arbitrarily one of these memories and track it over time. The selected 
memory is not special in any way, so the results for this particular 
memory apply equally to all the memories being stored.

To track the selected memory, we take the point of view of an ideal 
observer who knows the strengths of all the synapses4,9. In the brain 
the readout is implemented by complex neural circuitry, and the 
strength of the memory trace based on the ideal observer approach 
may be substantially larger than the memory trace that is actually 
usable by the neural circuits. However, given the remarkable memory 
capacity of biological systems, it is not unreasonable to assume that 
the readout circuits perform almost optimally. Moreover, we will show 
that the ideal observer approach predicts the correct scaling properties 
of the memory capacity of simple neural circuits that actually perform 
memory retrieval. More quantitatively, we define the memory signal 
as the overlap between the state of the synaptic ensemble and the pat-
tern of synaptic modifications originally imposed by the event being 
remembered. Previously stored memories, which are assumed to be 
random and uncorrelated, make the memory trace noisy. Memories 
that are stored after the tracked one continuously degrade the memory 
signal and also contribute to its fluctuations. We will monitor the 
signal to noise ratio (SNR) of a memory, which is defined as the ratio 
between the overlap and its standard deviation (see Online Methods, 
“Formal definition of memory signal and noise”).

One measure of memory performance is the memory lifetime, the 
maximal time since storage over which a memory can be detected; i.e., for 
which the SNR is larger than some threshold of order one (whose precise 
value does not affect the scaling properties of the memory performance). 
If new memories arrive at a constant rate, the lifetime is proportional 
to the memory capacity because memories that have been stored more 
recently than the tracked one will have a larger SNR, and hence if the 
tracked memory is likely to be retrievable, so are more recent ones.

Constructing the synaptic model
The value of a synaptic weight wa at any given time t is typically the 
result of multiple synaptic modifications. To build an efficient synaptic  

model, it is instructive to start from an abstract memory model in 
which the present weight is expressed as a sum of synaptic modifica-
tions $wa(tl), weighted by a factor r that decreases with the age of the 
modification t – tl. The signal of the corresponding memory would 
decay as r(t – tl), while the noise would be approximately proportional 
to the square root of the variance of wa(t) 
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where we have assumed that the expectation value of $wa(tl) vanishes, 
which is equivalent to hypothesizing that synaptic potentiation and 
depression are balanced. A slowly decaying r would enable the synap-
tic weight to maintain a dependence on a large number of modifica-
tions, but it would also induce a large variance for wa(t), potentially 
arbitrarily large if the sum extends over arbitrarily many modifica-
tions. By contrast, fast decays would limit the number of synaptic 
modifications that are remembered. Therefore, the memory capacity 
and its growth as a function of N depend crucially on r(t). From equa-
tion (1) it is apparent that, in the case of random and uncorrelated 
modifications, the slowest power-law decay one can afford while keep-
ing w finite is approximately r(t) y t−1/2 (see also Online Methods 
section “Abstract models with linear superpositions of memories”). 
In Supplementary Note 1, we show that under some conditions this 
is approximately the optimal solution among all possible decay func-
tions (see also Discussion). As we will explain in detail below, the SNR 
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Figure 1 Model schematic. (a) Diagram of a simple synaptic plasticity 
model. The dynamical variables uk represent different biochemical 
processes that are responsible for memory consolidation (k = 1, …, m, 
where m is the total number of processes). They are arranged in a linear 
chain and interact only with their two nearest neighbors (see differential 
equation), except for the first and the last variable. The first one interacts 
only with the second one (and is also coupled to the input), while the  
last one interacts only with the penultimate one. Moreover, the last 
variable um has a leakage term that is proportional to its value (obtained 
by setting um+1 = 0). The parameters gk,k+1 are the strengths of the 
bidirectional interactions (double arrows). Together with the  
parameters Ck they determine the timescales on which each process 
operates. The first variable u1 represents the strength of the synaptic 
weight. (b) The schematic model in a behaves like a set of communicating 
vessels. The uk variables measure the deviation of the liquid level  
from equilibrium, shown in the third beaker as a blue dashed line.  
The Ck values represent the sizes (areas) of the beakers, and the coupling 
constants gk,k+1 correspond to the cross-sections of the connecting 
tubes. The liquid level in the first beaker (yellow) represents the synaptic 
strength. The last beaker is connected to a reservoir whose liquid level 
is always at equilibrium. This interaction represents the leak in the 
differential equation of um.
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reduction in the initial memory strength, which still scales approxi-
mately as N . Although the proposed synaptic model requires some 
tuning, it is robust to noise and variation in its parameters. Moreover, 
we construct a broad class of synaptic models that are equivalent 
in terms of memory performance. These different models capture 
the complexity and diversity of biochemical processes believed to 
be involved in memory consolidation. Thanks to their complexity, 
they can also reproduce the rich phenomenology of a plethora of 
biology and psychology experiments, including power-law memory 
decay13,14, synaptic metaplasticity15, delayed expression of synaptic 
potentiation and depression, and spacing effects16,17.

RESULTS
The memory benchmark
To study the process of storing multiple memories and compare 
memory models, we need to make assumptions about the nature of 
memories. Storage of new memories is likely to exploit similarities 
with previously stored information (consider, for example, semantic 
memories). In what follows, we focus on mechanisms responsible for 
storing new information that has already been preprocessed in this 
way and is thus incompressible. For this reason, we consider memo-
ries that are unstructured (random) and do not have any correlations 
with previously stored information (uncorrelated).

Consider an ensemble of N synapses that is exposed to an ongoing 
stream of modifications, each leading to the storage of a new memory 
defined by the pattern of N synaptic modifications. We will select 
arbitrarily one of these memories and track it over time. The selected 
memory is not special in any way, so the results for this particular 
memory apply equally to all the memories being stored.

To track the selected memory, we take the point of view of an ideal 
observer who knows the strengths of all the synapses4,9. In the brain 
the readout is implemented by complex neural circuitry, and the 
strength of the memory trace based on the ideal observer approach 
may be substantially larger than the memory trace that is actually 
usable by the neural circuits. However, given the remarkable memory 
capacity of biological systems, it is not unreasonable to assume that 
the readout circuits perform almost optimally. Moreover, we will show 
that the ideal observer approach predicts the correct scaling properties 
of the memory capacity of simple neural circuits that actually perform 
memory retrieval. More quantitatively, we define the memory signal 
as the overlap between the state of the synaptic ensemble and the pat-
tern of synaptic modifications originally imposed by the event being 
remembered. Previously stored memories, which are assumed to be 
random and uncorrelated, make the memory trace noisy. Memories 
that are stored after the tracked one continuously degrade the memory 
signal and also contribute to its fluctuations. We will monitor the 
signal to noise ratio (SNR) of a memory, which is defined as the ratio 
between the overlap and its standard deviation (see Online Methods, 
“Formal definition of memory signal and noise”).

One measure of memory performance is the memory lifetime, the 
maximal time since storage over which a memory can be detected; i.e., for 
which the SNR is larger than some threshold of order one (whose precise 
value does not affect the scaling properties of the memory performance). 
If new memories arrive at a constant rate, the lifetime is proportional 
to the memory capacity because memories that have been stored more 
recently than the tracked one will have a larger SNR, and hence if the 
tracked memory is likely to be retrievable, so are more recent ones.

Constructing the synaptic model
The value of a synaptic weight wa at any given time t is typically the 
result of multiple synaptic modifications. To build an efficient synaptic  

model, it is instructive to start from an abstract memory model in 
which the present weight is expressed as a sum of synaptic modifica-
tions $wa(tl), weighted by a factor r that decreases with the age of the 
modification t – tl. The signal of the corresponding memory would 
decay as r(t – tl), while the noise would be approximately proportional 
to the square root of the variance of wa(t) 
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where we have assumed that the expectation value of $wa(tl) vanishes, 
which is equivalent to hypothesizing that synaptic potentiation and 
depression are balanced. A slowly decaying r would enable the synap-
tic weight to maintain a dependence on a large number of modifica-
tions, but it would also induce a large variance for wa(t), potentially 
arbitrarily large if the sum extends over arbitrarily many modifica-
tions. By contrast, fast decays would limit the number of synaptic 
modifications that are remembered. Therefore, the memory capacity 
and its growth as a function of N depend crucially on r(t). From equa-
tion (1) it is apparent that, in the case of random and uncorrelated 
modifications, the slowest power-law decay one can afford while keep-
ing w finite is approximately r(t) y t−1/2 (see also Online Methods 
section “Abstract models with linear superpositions of memories”). 
In Supplementary Note 1, we show that under some conditions this 
is approximately the optimal solution among all possible decay func-
tions (see also Discussion). As we will explain in detail below, the SNR 
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Figure 1 Model schematic. (a) Diagram of a simple synaptic plasticity 
model. The dynamical variables uk represent different biochemical 
processes that are responsible for memory consolidation (k = 1, …, m, 
where m is the total number of processes). They are arranged in a linear 
chain and interact only with their two nearest neighbors (see differential 
equation), except for the first and the last variable. The first one interacts 
only with the second one (and is also coupled to the input), while the  
last one interacts only with the penultimate one. Moreover, the last 
variable um has a leakage term that is proportional to its value (obtained 
by setting um+1 = 0). The parameters gk,k+1 are the strengths of the 
bidirectional interactions (double arrows). Together with the  
parameters Ck they determine the timescales on which each process 
operates. The first variable u1 represents the strength of the synaptic 
weight. (b) The schematic model in a behaves like a set of communicating 
vessels. The uk variables measure the deviation of the liquid level  
from equilibrium, shown in the third beaker as a blue dashed line.  
The Ck values represent the sizes (areas) of the beakers, and the coupling 
constants gk,k+1 correspond to the cross-sections of the connecting 
tubes. The liquid level in the first beaker (yellow) represents the synaptic 
strength. The last beaker is connected to a reservoir whose liquid level 
is always at equilibrium. This interaction represents the leak in the 
differential equation of um.



Eléments synaptiques à temps de vie long?



Différentes propositions

-Coopérativité de contacts synaptiques 
multiples (Fauth & al Pcbi, 2015; 
Deger & al, Cerebral Cortex, 2018)

-Matrice extracellulaire et filets périneuraux
(..Pizzorusso & al 2002;RY Tsien, 2013;... 
Fawcett & al, Nat Rev Neur, 2021)

-Protéines synaptiques avec temps de vie long
(comme prion CPEB3/Orb2; Si,...Kandel (2003); Fioriti & al 2015; 
Majumdar & al 2012; recherche systématique Heo,...Huganir, 2018)

-Une alternative sans éléments persistants : 
le renforcement périodique des différents souvenirs 

(Fauth & van Rossum, 2019; Shaham,.., Sompolinsky, 2021)

some presynaptic terminals are ‘axonal coats’, consisting 
of aggrecan- based pericellular matrix22. However, nei-
ther the perisynaptic matrix nor the axonal coats is the 
focus of this Review.

In this Review, our focus is the condensed, chondroitin  
sulfate proteoglycan (CSPG)-rich matrix that forms 
PNNs and the perinodal ECM in the mammalian 
CNS. To date, many studies of PNNs have focused on 
their roles in plasticity and recovery after nervous sys-
tem damage; however, more recently, PNNs have been 
revealed to have myriad actions in many diverse CNS 
functions, including memory, psychiatric disease, drug 
addiction and neurodegeneration23. In this Review, we 
describe the role of PNNs and the perinodal ECM in 
axonal conduction, plasticity, responses to CNS damage, 
cognition and psychiatric conditions.

Formation of PNNs
As described above, PNNs and the perinodal ECM are a 
specialized part of the general CNS ECM. Only 2% of the 
CSPGs present in the mammalian CNS are found within 
the stable ECM compartment that dissolves in concen-
trated urea and consists mainly of PNNs and perinodal 
ECM24. The remaining 98% of CNS CSPGs are present in 
the general CNS ECM, which includes the perisynaptic 
matrix. The structure of PNNs (BOX 1) and the perinodal 

ECM (BOX 2; FIG. 2) broadly consists of a backbone com-
posed of the glycosaminoglycan (GAG) hyaluronan, to 
which CSPGs are bound. The matrix is stabilized by 
link proteins and tenascin- R completes the structure25,26 
(BOX 1). The composition of PNNs is somewhat variable; 
however, the mechanism by which the most common 
types of PNNs form is generally well understood.

Many of the PNN components are first expressed at 
embryonic stages of development, particularly hyaluro-
nan and some CSPGs. In the cortex, the PNN link pro-
teins and aggrecan and brevican are upregulated later, 
at the time of PNN formation27. The formation of PNNs 
occurs as one of the last acts of neural development, 
coinciding with the closure of the critical periods for 
plasticity, starting around postnatal day 23 and lasting 
for 10 days in mice and rats and starting at 2 years and 
maturing by 8 years in humans26,28,29. Aggrecan and the 
link proteins hyaluronan and proteoglycan link protein 1 
(HAPLN1; also known as CRTL1) and/or HAPLN4  
(also known as BRAL2) are expressed by PNN- bearing 
neurons in rodents, whereas some other PNN compo-
nents such as tenascin- R and neurocan are expressed by 
both neurons and glia14.

In in vitro models, four essential components are 
required to form a condensed pericellular matrix: hyalu-
ronan, a CSPG of the lectican family (such as aggrecan), 
a link protein (such as HAPLN1) and tenascin- R30–32. 
Experiments that have used transgenic mice and enzy-
matic digestion to manipulate PNN components give a 
slightly more complex picture. Conditional CNS knock-
out of aggrecan in vivo led to an absence of all PNN 
components around PV+ interneurons; however, in 
organotypic slices taken from mice in which all aggre-
can is absent, other CSPGs and link proteins were still 
observed in PNN- like structures33,34. Other lecticans, 
including neurocan, versican and brevican, are also 
present in most PNNs but are not essential for their 
formation because animals lacking these proteins still 
have PNNs35,36 (although they are attenuated in vitro37). 
Similarly, in vitro enzymatic digestion of hyaluronan 
completely removes PNNs; however, in mice in which 
individual hyaluronan synthases (the enzymes respon-
sible for the production of hyaluronan) were knocked 
out, PNN formation was not completely prevented38. 
Mice lacking HAPLN1 or HAPLN4 exhibit very attenu-
ated PNNs in the cortex, cerebellum and brainstem. 
Importantly in HAPLN1 or HAPLN4 knockout mice, 
the overall levels of CSPGs remain unchanged, but the 
molecules are not incorporated into PNNs; thus, these 
mutations affect PNNs but do not affect the 98% of 
CSPGs that are present in the diffuse ECM28,39,40.

CSPG sulfation is known to influence PNN forma-
tion. A developmental decrease in the levels of 6-sulfated  
chondroitin sulfate GAGs (CS- GAGs) occurs during 
the critical periods of developmental plasticity28. If this 
is prevented by the overexpression of chondroitin 
6-sulfotransferase 1 (C6ST1; encoded by Chst3), PNN 
formation is delayed41. PNN formation is also activity- 
dependent: it is suppressed by sensory deprivation in 
many parts of the CNS, including the visual system, 
motor system, auditory system and sensory barrel cor-
tex (see below)42–45. The expression of both aggrecan 
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Fig. 1 | Location and appearance of perineuronal nets. a,b | Wisteria floribunda 
agglutinin (WFA) lectin staining of perineuronal nets (PNNs) in the rat hippocampus  
(part a) and cortex (part b), showing the dense extracellular matrix coat around the cell 
bodies and proximal dendrites. c–e | A parvalbumin- expressing interneuron from the rat 
cortex surrounded by a PNN that has been stained using an antibody for semaphorin 3A , 
showing the net- like structure of the PNN with holes that are occupied by synapses. Parts 
a and b are adapted with permission from REF.207, Wiley- VCH. Parts c–e are adapted with 
permission from REF.5, Elsevier.
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describe the role of PNNs and the perinodal ECM in 
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however, the mechanism by which the most common 
types of PNNs form is generally well understood.
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for 10 days in mice and rats and starting at 2 years and 
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(HAPLN1; also known as CRTL1) and/or HAPLN4  
(also known as BRAL2) are expressed by PNN- bearing 
neurons in rodents, whereas some other PNN compo-
nents such as tenascin- R and neurocan are expressed by 
both neurons and glia14.

In in vitro models, four essential components are 
required to form a condensed pericellular matrix: hyalu-
ronan, a CSPG of the lectican family (such as aggrecan), 
a link protein (such as HAPLN1) and tenascin- R30–32. 
Experiments that have used transgenic mice and enzy-
matic digestion to manipulate PNN components give a 
slightly more complex picture. Conditional CNS knock-
out of aggrecan in vivo led to an absence of all PNN 
components around PV+ interneurons; however, in 
organotypic slices taken from mice in which all aggre-
can is absent, other CSPGs and link proteins were still 
observed in PNN- like structures33,34. Other lecticans, 
including neurocan, versican and brevican, are also 
present in most PNNs but are not essential for their 
formation because animals lacking these proteins still 
have PNNs35,36 (although they are attenuated in vitro37). 
Similarly, in vitro enzymatic digestion of hyaluronan 
completely removes PNNs; however, in mice in which 
individual hyaluronan synthases (the enzymes respon-
sible for the production of hyaluronan) were knocked 
out, PNN formation was not completely prevented38. 
Mice lacking HAPLN1 or HAPLN4 exhibit very attenu-
ated PNNs in the cortex, cerebellum and brainstem. 
Importantly in HAPLN1 or HAPLN4 knockout mice, 
the overall levels of CSPGs remain unchanged, but the 
molecules are not incorporated into PNNs; thus, these 
mutations affect PNNs but do not affect the 98% of 
CSPGs that are present in the diffuse ECM28,39,40.

CSPG sulfation is known to influence PNN forma-
tion. A developmental decrease in the levels of 6-sulfated  
chondroitin sulfate GAGs (CS- GAGs) occurs during 
the critical periods of developmental plasticity28. If this 
is prevented by the overexpression of chondroitin 
6-sulfotransferase 1 (C6ST1; encoded by Chst3), PNN 
formation is delayed41. PNN formation is also activity- 
dependent: it is suppressed by sensory deprivation in 
many parts of the CNS, including the visual system, 
motor system, auditory system and sensory barrel cor-
tex (see below)42–45. The expression of both aggrecan 
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-Activation  persistante PKMz
(Sacktor, 2011;...; Tsokas, 2016)



Résumé/questions ouvertes
- La persistance de la mémoire pose une question difficile parce que : 
i) tous les composants moléculaires ont une durée de vie courte.
ii) les synapses sont plastiques
- Mesures et modèles semblent montrer que ces processus conduisent
la force d’une synapse à fluctuer au sein d’une distribution « universelle »
- Le nombre mésoscopique de molécules (recepteur, échafaudage,...) 
permet de transformer une durée de renouvellement  à un temps de vie 
de plusieurs mois pour la structure fluctuante
- La mémoire à long terme requiert donc t-elle la préservation de la 
force synaptique ou simplement d’une structure discrète? 
- Dans ce second cas quelle est cette structure? l’existence ou non d’une 
synapse? de plusieurs? la  durée de vie de la matrice extracellulaire 
joue-t-elle un rôle important pour la persistance de la mémoire?
- Comment un apprentissage est-il transformé en souvenir persistant?

.......



Ramon y Cajal (1852-1934; autoportrait circa 1885)  
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Simulations numériques du modèle

Extra-synaptic signature of synaptic domain growth by membrane 
diffusion and aggregation of receptor-scaffold complexes
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Abstract
t The formation of postsynaptic domains and their stability is 

a key question of neuroscience. 
t In the classical picture, domains form by local insertion of 

proteins at the synapse. Advances in single-molecule imag-
ing challenged that view, suggesting that proteins are pri-
marily inserted extrasynaptically.

t Here, we quantitatively investigate this scenario by com-
puter simulations and mathematical analysis. 

t We !nd that the formation of sca"old clusters by aggrega-
tion of di"using sca"old proteins while bound to receptors 
(e.g. Gephyrin to GlyRs), together with protein turnover at the 
synapses, can explain observed synaptic domain sizes.

t We predict the existence of extrasynaptic clusters with a 
characteristic size distribution, which we compare with 
new super-resolution microscopy data for gephyrin pro-
teins.

[1] Meier, J., et al. Nat. Neurosci. 4, 253–260 (2001).
[2] Ehrensperger, M.-V., et al. Annu Rev Phys Chem 61, 345–367 (2010).
[3] Calamai, M., et al. J Neurosci. 29(24), 7639 –7648 (2009).
[4] Betzig, E. et al. Science 313, 1642–1645 (2006).
[5] Patterson, G., Davidson, M., Manley, S. & Lippincott-Schwartz, J. Annu Rev Phys Chem 61, 345–367 (2010).
[6] Sergé, A., Bertaux, N., Rigneault, H. & Marguet, D. Nat Methods 5, 687–694 (2008).

Conclusions
t Quantitative analysis shows plausibility of formation and 

maintenance of synaptic domains by the aggregation of ex-
trasynaptically di"using  sca"old-receptor complexes.

t Super-resolution data for Gephyrin establishes existence of 
extrasynaptic clusters consistent with predictions.

t Simulations reconcile synaptic size #uctuations with a 
stable organization of the synaptic membrane.

t The identi!ed mechanism of synapse domain formation 
suggests that sca"old turnover and sca"old-receptor di"u-
sion are important biophysical parameters for synaptic 
plasticity.  

Internal cluster structure
t Proteins within clusters may not rearrange perfectly.
t In the absence of rearrangement, cluster shapes are fractal, 

but the size distribution is una"ected.

Simulation without rearrangement and blow-up

cluster size

no rearrangement 
perfect rearrangement

Cluster concentrations in both
cases for identical parameters

Theory

Computer simulations

Analysis: single cluster

t Lateral di!usion of sca"olfd-receptor complexes (D).
t Oligomerization of sca!old proteins into clusters (of density ρ) 

upon encounter.
t Incoming cytoplasmic "ux of sca"old proteins on the cell mem-

brane (J). 
t  Desorption of single proteins at rate k. The ratio J/k sets the sur-

face concentration of sca"old proteins. 

E!ective model of sca!old dynamics

receptor
sca!old

D D

ρ
k

J

t Extrasynaptic sca"old concentration c around a single clus-
ter: steady state gives radius R

outgoing #ux incoming #ux

size of cluster
(protein count)

0.02 0.04 0.06 0.08 0.1

0.1
0.2
0.3
0.4

t Estimate for Gephyrin (supposing proteins di"use as trimers):

t Non-equilibrium stationary state establishes after time ~1/k with 
characteristic distribution of cluster sizes.

t Investigate the e"ect of  size-
dependence of cluster di"usion, 

                                  
t Typical cluster size

scales with c0D0/k in σ-dependent 
fashion.

cluster size

co
nc
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tr

at
io

n
Stationary size distribution

Di"using sca"old-receptor complexes nour-
ish synaptic domains but also collide, giving 
rise to extrasynaptic clusters.
Brownian dynamics with cluster fusion and turnover; 
non-dimensional units are obtained from the particle di-
ameter a and the timescale a2/D0.Simulation snapshot

Ensemble of di"using clusters

obtained from simulations
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Methods

To compare the experimentally determined 
cluster size distributions to the predicted distri-
butions for given parameters, we determined 
the likelihood of the data according to

where                                     is the predicted count of clusters of size i in the ob-
served surface area, and       the actually determined count. For each culture 
(n=3), we determined the likelihood over a grid of parameter values, varying 
turnover rate, di"usion size-dependence exponent, and total concentration. 
Admitting that the latter may vary between cultures, we determined the joint 
likelihood over all three culturs for parameters k, σ by letting vary c0 indepen-
dently for each culture. We nondimensionalize using

Imaging of gephyrin clusters. (A) Conventional #uo-
rescence microscopy of spinal cord neurons ex-
pressing the mEos2-gephyrin protein. Scale bar, 5 μm. 
(B) Rendered super-resolution PALM image of the 
same segment shown in A acquired over 20000 
frames at a frame rate of 20 ms. (C) Pointillist rep-
resentation of B, where each point represents a 
single detection.

All experiments were performed on dissociated 
spinal cord neuron cultures infected at 7 days in 
vitro (DIV) with a recombinant lentiviral vector ex-

pressing a mEos2-gephyrin construct. Photoactivated localization microscopy 
(PALM)4,5 was performed at DIV 14-17 on !xed neurons (4% paraformaldehyde). 
Super-resolution movies were acquired at 20 ms frame rate under continuous 
illumination with activation (405 nm) and excitation (561 nm) lasers for a total of 
20000 frames (6.7 min). The x and y coordinates of single molecule detections 
from each image frame were determined using an adapted version of the 
multiple-target tracking algorithm6. Double counting was determined using 
local single bursts in sparse regions of images. Clusters were found using 
single-linkage clustering using a 50 nm distance, for all activations within all 
frames. 

A

B

C

Characterisation of Gephyrin clusters

Fitting simulation to experiment 
Log-likelihoods for culture 1
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Individual !ts give total 
concentration per culture:

Obtained parameters
t Maximum-likelihood #t gives ratio of turnover rate over di"u-

sion constant and di"usion size-dependence exponent
Joint log-likelihood for all cultures Fitted distributions with optimal c0 
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Size evolution of simulated 
clusters
t Simulations allow to follow cluster evolution over time.
t The sizes of individual clusters #uctuate in time, but relax 

towards a stable average size on a characteristic time 1/k. 
t Fluctuations depend on distribution of arriving clusters.
t Skewed size distribution of stable clusters at long times.
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t Sca"old proteins are essential con-
stituents of postsynaptic domains, 
notably providing binding sites for 
neurotransmitter receptors1. 

t They di"use under the cell mem-
brane as bound sca"old-receptor 
complexes; e.g., 

t About 40% of extrasynaptically dif-
fusing glycine receptors (GlyRs) are 
bound to Gephyrin2, the sca"olding 
protein  that is found at glycinergic 
and GABAergic synapses.

t Sca"old proteins at synapses turn 
over at a characteristic timescale 
(approx. 1/30 min-1 in the case of Gephyrin3) as 
evidenced by FRAP experiments.

t Sca"old-receptor complexes are ac-
tively transported to the plasma membrane, with no appar-
ent bias towards synaptic sites.

Background
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Des agrégats se forment hors du domaine 
synaptique et diffusent dans la membrane



Dessins de Ramon y Cajal (1891)  



Glycine receptor diffusion

GlyR-QDot location during nonemitting events was approximated as

follows (see Charrier et al. (11) for detailed illustration). When a GlyR-QDot

was detected in the same compartment before and after the nonemitting

event, it was considered to be remaining in the same compartment, and the
duration of the nonemitting event was added to the time spent in this

compartment. When GlyR-QDot was not detected in the same compartment

before and after the nonemitting event, the duration of the nonemitting event

was equally shared between the two compartments, to not favor any of them.
After this time reallocation, the signal of single GlyR-QDots as a function of

time (state 0 or 1) was averaged on a sliding window. More precisely, the

lower resolution of VeGe cluster detection (pixel edges) compared to the
pointing accuracy of QDots (,10% pixel size) could lead to an overesti-

mation of dwell times of one frame. So the smoothing was used to counter-

balance the artificial pixelization of the detected VeGe clusters.

After these data treatments, dwell times inside (tIN) and outside (tOUT)
VeGe clusters were extracted from the state of GlyR-QDot as a function of

time (see Fig. 5 B). The data analysis described above introduces uncertainty

in the quantitative estimate of the dwell times. Since the duration of the

nonemitting event is equally shared, this uncertainty is on the order of t/2,
where t is the typical duration of nonemitting events. Since t is on average

;0.3 s (four frames) and the duration of the nonemitting events represents

,20%, the error on the dwell times does not affect the significance of our
results (see Results). To ensure the validity of the procedure, it is also

important to set antibody concentration so that the typical distance r between

Qdots is sufficiently large to allow reliable identification of individual

trajectories despite the nonemitting events. More precisely, r must be .ffiffiffiffiffiffiffiffi
4Dt
p

;1 mm (using the value of D obtained for the fast diffusing extracluster

GlyR), a condition which was always fulfilled in our experiments.

Statistical analysis and image preparation

Statistical analyses were done using MATLAB and StatView (Abacus

Concepts, Berkeley, CA) on data compiled using Microsoft Excel (Micro-

soft France, Les Ulis, France). Images were prepared for printing using
Illustrator (Adobe Systems, San Jose, CA).

RESULTS

We verified, carrying out immunohistochemistry experiments
with a cell surface labeling of GlyR, in both HeLa cells and
neurons, that GlyR-gephyrin interaction modified the distri-
bution pattern of the two molecules as previously described
(7,16). More specifically, on cells cotransfected with VeGe(2)
and GlyR a1bgb, as illustrated in Fig. 1 A, gephyrin and
receptor clusters colocalize at the cell surface and large
intracellular gephyrin aggregates not associated to surface
GlyRs are present. Only the latter gephyrin aggregates exist
when cotransfecting VeGe(2) with GlyR a1. HeLa cells were
preferred because they offer large flat and thin areas at their
border, a situation convenient for videomicroscopy. To access
GlyR lateral dynamics, we carried out experiments on HeLa
cells and 3–4 DIV neurons where the GlyRs were labeled with
QDots (previously described in Dahan et al. (5) and see
Materials and Methods).

Lateral dynamics and confinement of GlyR
a1bgb inside and outside gephyrin clusters

The MSD function was used to characterize the lateral
dynamics of GlyR a1bgb inside and outside gephyrin clusters

FIGURE 1 Examples of VeGe(2) and GlyR a1bgb distribution patterns

and trajectories in cotransfected HeLa cells and 3–4 DIV neurons. (A)

Gephyrin clusters (YFP fluorescence, green) and GlyR a1bgb immuno-

positive clusters (red, cell surface labeling: labeling at 4!C before fixation)
colocalize at the cell surface (yellow puncta) in HeLa cells (A1–4) and in 3

DIV neurons (A5–8). A2 is a zoom of a characteristic large flat area of HeLa

cells (white box in A1). VeTGe and GlyR a1bgb channels are shown
separately (A3–4) and superimposed (A2). (A6–8) zooms of areas on a distal

and on a proximal part of dendrite and on the soma, respectively (white
boxes in A5). (B) Examples of MSD as a function of time for a simple

Brownian diffusion (blue dots) and a restricted diffusion (green dots). (Inset)
The corresponding trajectories are outside (blue) or inside (green) gephyrin

clusters (red), respectively. Scale bar: 1 mm. (full lines) theoretical curves for

the type of motion on a long timescale. (Green dotted line) linear fit on a

short timescale for the MSD corresponding to a restricted diffusion.
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on cells cotransfected with GlyR a1bgb and VeGe(2). The
thresholded VeGe image defined the inside and the outside
VeGe cluster compartments (see Materials and Methods).
Examples of trajectories and MSD are shown in Fig. 1 B. If a
receptor was detected at least 90% of the time in the same
compartment, its whole trajectory was used to characterize its
movement in this particular compartment. For receptors that
changed compartment during at least 10% of the recording,
the physical characteristics of the trajectory in each compart-
ment were considered separately.

The initial diffusion coefficient (D2-5), calculated on the
first 2–5 points of the MSD, informed us of the lateral
diffusion on a short timescale. Because of the large dispersal
of the D2-5 values, the cumulative probability and the median
values were used for comparison. Given the pointing accuracy
(5–10 nm) and the sampling rate (13 Hz), the trajectories with
D2-5 , 10!4 mm2 s!1 could not be analyzed and were con-
sidered to belong to immobile objects. As expected, the
median diffusion coefficient derived on a short timescale of
GlyR a1bgb outside gephyrin clusters was 12 and 10 times

higher than the diffusion coefficient of GlyR a1bgb inside
gephyrin clusters, in HeLa cells, and in neurons, respectively
(Fig. 2 A, Table 1). A further analysis on a longer timescale
($1.5 s) was based on the relative deviation (32) of the ex-
perimental MSD compared to the MSD of a simple Brownian
motion. This ensured the distinction between simple Brown-
ian and restricted motions (see Materials and Methods). For
the latter, we estimated the size of confinement (dconf) of the
trajectories by fitting the MSD with the expected generic ex-
pression for a restricted diffusion (see Materials and Methods).
The confinement zones inside and outside VeGe(2) clusters
were significantly different. Within clusters, dconf was reduced
by a factor of 1.7 and 3 in HeLa cells and neurons, respectively
(Fig. 2 B, Table 1).

In both HeLa cells and neurons, GlyR at gephyrin clusters
diffused more slowly, with a smaller confinement area than
outside VeGe(2) clusters. These results confirmed that the
interaction between GlyR a1bgb and Venus-tagged gephyrin
regulates GlyR lateral dynamics inside gephyrin clusters as it
does at postsynaptic differentiation (5).

FIGURE 2 Comparison of GlyR a1 and a1bgb dynamics. (A) Cumulative distribution of the initial diffusion coefficients. (B) Confinement diameter

calculated on trajectories showing a restricted motion (mean 6 SE). Experiments were performed in HeLa cells (A1, B1) and neurons (A2, B2). Comparison of

the values obtained with GlyR a1 (dark gray, n ¼ 313, 213, 85, and 76 for A1, A2, B1, and B2, respectively), GlyR a1bgb inside (gray, n¼ 59, 91, 33, and 55
for A1, A2, B1, and B2, respectively) and outside (black, n ¼ 279, 332, 125, and 156 for A1, A2, B1, and B2, respectively) gephyrin clusters. Kolmogorov-

Smirnov test (A) or Mann Whitney test (B) between indicated distribution and the values obtains for GlyR a1bgb outside gephyrin clusters: **p , 10!2,

***p , 10!3, ****p , 10!4. (C) In neurons, cumulative distribution of the initial diffusion coefficients for all GlyR a1bgb outside VeGe(2) clusters (dark
diamond, n¼ 332), for GlyR a1bgb not cotransfected with gephyrin (dark square) and for GlyR a1bgb inside gephyrin clusters (gray circle). Estimation of the
cumulative distribution of GlyR a1bgb outside VeGe(2) clusters affected by the presence of gephyrin (N1 values) for different value of N1/N: 0.1–0.4 (gray
curves) and 0.5–0.9 (black curves). The calculated curves are bounded by 1 only when N1/N . 0.4.
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Ve::Ge

GlyR

GlyR diffuses much less in gephyrin clusters

Two populations of diffusing GlyR outside
clusters : - « fast » & « slow » (D/10)

- « slow » bound to gephyrin
- 40 % bound to gephyrin

extrasynaptically

Ehrensperger et al, Biophys. J. 2007



Super-resolution microscopy (PALM)

mEos2-gephyrin

Bassoon
(presynaptic)

Specht et al, Neuron (2013)



Synapse and diffusion
Lots of different measured quantities: 

size of domains,   diffusivities of receptor , residency times at synapses, concentrations of proteins

What are the independent quantities, can we relate them? 
additionally get some insight in the underlying biology?

GlyR, different constructs
Calamai et al (2009)

Scaffold (geph) residence
time at synapses

Scaffold proteins (geph)
in synaptic clusters 
Specht et al, Neuron (2013)



Super-resolution microscopy : « Quantitative nanoscopy »
Specht et al, Neuron (2013)

pulsed
photoconversion
of a small number
of gephyrins



Gephyrin scaffolding protein/Glycine receptor

G and E domain : trimerization and dimerization
(evolution: homologous to bacterial Molybdenum-cofactor-synthesizing enzymes/Cnx1 in plants)

Fritschy et al, TINS (2008)


