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Abstract

The classic Darwinian theory and the Synthetic
evolutionary theory and their linear models, while
invaluable to study the origins and evolution of species,
are not primarily designed to model the evolution of
organisations, typically that of ecosystems, nor that of
processes. How could evolutionary theory better
explain the evolution of biological complexity and
diversity? Inclusive network-based analyses of dynamic
systems could retrace interactions between (related or
unrelated) components. This theoretical shift from a
Tree of Life to a Dynamic Interaction Network of Life,
which is supported by diverse molecular, cellular,
microbiological, organismal, ecological and evolutionary
studies, would further unify evolutionary biology.
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phenotypic trait. Among forces acting on populations
and modelled by population geneticists, natural selection
Deciphering diversity through evolution
The living world is nested and multilevel, involves mul-
tiple agents and changes at different timescales. Evolu-
tionary biology tries to characterize the dynamics
responsible for such complexity to decipher the pro-
cesses accounting for the past and extant diversity ob-
served in molecules (namely, genes, RNA, proteins),
cellular machineries, unicellular and multi-cellular or-
ganisms, species, communities and ecosystems. In the
1930s and 1940s, a unified framework to handle this task
was built under the name of Modern Synthesis [1]. It
encompassed Darwin’s idea of evolution by natural selec-
tion as an explanation for diversity and adaptation and
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Mendel’s idea of particular inheritance, giving rise to
population and quantitative genetics, a theoretical frame
that corroborated Darwin’s hypothesis of the paramount
power of selection for driving adaptive evolution [2].
This framework progressively aggregated multiple disci-
plines: behavioural ecology, microbiology, paleobiology,
etc. Overall, this classic framework considers that the
principal agency of evolution is natural selection of
favourable variations, and that those variations are con-
stituted by random mutations and recombination in a
Mendelian population. The processes of microevolution,
modelled by population and quantitative genetics, are
likely to be extrapolated to macroevolution [3]. To this
extent, models that focus on one or two loci are able to
capture much of the evolutionary dynamics of an organ-
ism, even though in reality many interdependencies be-
tween thousands of loci (epistasis, dominance, etc.)
occur as the basis of the production and functioning of a

is the one that shapes traits as adaptations and the de-
sign of organisms; adaptive radiation then explains much
of the diversity; and common descent from adapted
organisms explains most of the commonalities across
living forms (labelled homologies), and allows for classi-
fying living beings into phylogenetic trees. Evolution is
gradual because the effects of mutations are generally
small, large ones being most likely to be deleterious as
theorized by Fisher’s geometric model [4].

Many theoretical divergences surround this core view:
not everyone agrees that evolution is change in allele fre-
quencies, or that population genetics captures the whole
of the evolutionary process, or that the genotypic view-
point — tracking the dynamics of genes as ‘replicators’ [5]
or the strategy ‘choices’ of organisms as fitness maximiz-
ing agents [6] — should be favoured to understand evolu-
tion. Nevertheless, it has been a powerful enough
framework to drive successful research programs on
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speciation, adaptation, phylogenies, evolution of sex,
cooperation altruism, mutualism, etc., and incorporate ap-
parent challenges such as neutral evolution [7], acknow-
ledgement of constraints on variation [8], or the recent
theoretical turn from genetics to genomics following the
achievement of the Human Genome Program [9]. Caus-
ation is here overall conceived of as a linear causal relation
of a twofold nature: from the genotype to the phenotype
(assuming of course environmental parameters), and from
the environment to the shaping of organisms via natural
selection. For instance, in the classic case of evolution of
peppered moths in urban forests at the time of the indus-
trial revolution, trees became darkened with soot, and
then natural selection favored darker morphs as ‘fitter’
ones, due to their being less easily detected by predator
birds, resulting in a relative increase in frequency of the
darker morphs in the population [10].

Yet in the last 15 years biologists and philosophers of
biology have regularly questioned the genuinely unifying
character of this Synthesis, as well as its explanatory ac-
curacy [11]. Those criticisms questioned notably the set
of objects privileged by the Modern Synthesis, arguably
too gene-centered [12], and its key explanatory
processes, since niche construction [13], lateral gene
transfer [14, 15], phenotypic plasticity [16, 17], and mass
extinction [18] could, for example, be added [11].
Usually these critiques emphasize aspects rooted in a
particular biological discipline: lateral gene transfer from
microbiology, plasticity from developmental biology,
mass extinction from paleobiology, ecosystem engineer-
ing from functional ecology, etc. There were also
recurring claims for novel transdisciplinary fields: evo-
eco-devo [19], investigating the evolutionary dynamics
of host and microbe associations (forming combinations
often referred to as holobionts), evolutionary cell biology
[20], or microbial endocrinology [21], among others.
This latter discipline aims at understanding the evolved
interactions between microbial signals and host develop-
ment. Indeed, it is compelling for evolutionary biologists
to decipher how such multi-species interactions became
established (namely, whether they involved specific mi-
crobial species and molecules, and whether they evolved
independently in different host lineages).

Evolutionary biology is thus currently undergoing vari-
ous theoretical debates concerning the proper frame to
formulate it [11, 22–24]. Here, we introduce an original
solution which moves this debate forward, acknowledg-
ing that nothing on Earth evolves and makes sense in
isolation, thereby challenging the key assumption of the
Modern Synthesis framework that targeting the individ-
ual gene or organism (even when in principle knowing
that it is part of a set of complex interactions) allows us
to capture evolution in all its dimensions. Since the liv-
ing world evolves as a dynamic network of interactions,
we argue that evolutionary biology could become a sci-
ence of evolving networks, which would allow biologists
to explain organisational complexity, while providing a
novel way to reframe and to unify evolutionary biology.

Biology is regulated by networks
Networks at the molecular level
Although numerous studies have focused on the functions
of individual genes, proteins and other molecules, it is in-
creasingly clear that each of these functions belongs to
complex networks of interactions. Starting at the molecu-
lar scale, the importance of a diversity of molecular agents,
such as (DNA-based) genes and their regulatory se-
quences, RNAs and proteins, is well recognized. Import-
antly, in terms of their origins and modes of evolution,
these agents are diverse. Genes are replicated across gen-
erations, via the recruitment of bases along a DNA tem-
plate, thereby forming continuous lineages, affected by
Darwinian evolution. By contrast, proteins are recon-
structed by recruitment of amino acids at the ribosomal
machinery. There is no physical continuity between gener-
ations of proteins, and thus no possibility for these agents
to directly accumulate beneficial mutations [25].
Moreover, all these molecular entities are compositionally
complex, in the sense that they are made of inherited or
reassembled parts. E pluribus unum: genes and proteins
are (often) conglomerates of exons, introns [26–28], and
domains [29–31]. Similar claims can be made about com-
posite molecular systems, such as CRISPR and Casposons
[32, 33], etc. This modular organisation has numerous
consequences: among them, genes can be nested within
genes [34]; proteins congregate in larger complexes [35].
Importantly, this modularity is not the mere result of a
divergence from a single ancestral form, but also involves
combinatorial processes and molecular tinkering of avail-
able genetic material [36–38]. The coupling and decoup-
ling of molecular components can operate randomly, as in
cases of presuppression proposed to neutrally lead to large
molecular complexes [39–41]. Presuppression, also known
as constructive neutralism, is a process that generates
complexity by mechanically increasing dependencies
between interacting molecules, in the absence of positive
selection. When a deleterious mutation affects one mo-
lecular partner, existing properties of another molecule
with which the mutated molecule already interacted can
compensate for its partner defect. Presuppression operates
like a ratchet, since the likelihood to restore the original
independency between molecules (by reverting the dele-
terious mutation) is lower than the likelihood to move
away from this original state (by accumulating other mu-
tations). Molecular associations can also evolve under
constraints [42], eventually reinforcing the relationships
between molecular partners, as suggested for some op-
erons [43] and fused genes [44, 45].
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Consistently, interconnectedness is a striking feature
of the molecular world [46, 47]. Genes belong to regula-
tory networks with feedback loops [48]. Proteins belong
to protein–protein interaction networks. This systemic
view contrasts with former atomistic views assigning one
function to one gene. First, it is not always correct that a
gene produces only a protein, in the case of alternative
splicing. Second, it is also unlikely that a protein
performs one function, because no protein acts alone.
Rather, biological traits result from co-production pro-
cesses. This is nicely illustrated by the actual process of
translation, during which both proteins and DNA neces-
sarily interact, allowing for the collective reproduction of
these two types of molecular agents. How these different
components became so tightly integrated is a central
issue for explaining evolution. Understanding how the
molecular world functions and evolves therefore re-
quires analysing molecular organisation and the evolu-
tion of the architecture of interaction networks,
especially since this structure can partly explain
molecular reactions [46, 47, 49, 50]. Thus, systems
biologists search for common motifs in molecular inter-
action networks from different organisms, such as feed-
forward loops, assuming that some of these recurring
patterns, because they affect different gene or protein sets,
may reflect general rules and constraints affecting the con-
struction and evolution of biological organisations [46].

Focusing evolutionary explanations on the structure of
the interactions between genes rather than on the pri-
mary sequence of the genes is fundamentally different
from sequencing genes and inferring history from their
sequences alone. One could think here of the case of
explaining gene activation/repression. Comparative
works on molecular interaction networks show that in-
teractions affect the evolution of the molecules compos-
ing networks, which means that beyond compositional
complexity, organisational complexity must be modeled
to understand biological evolution [46, 51–54]. Before
the analysis of complex networks, compensatory sets of
elements, such as groups of sub-functional paralogous
genes [55], or groups of genes with pressupressed muta-
tions [39, 40], already stressed the evolutionary inter-
dependence of molecules. However, compensatory
interactions between agents, each of them being by
themselves poorly adapted, ran counter to the intuition
that natural selection will eliminate dysfunctional indi-
vidual entities. Their recognition invites one to consider
Earth as possibly populated by unions of individually
dysfunctional agents rather than by the fittest survivors
within individual lineages, possibly since early life, ac-
cording to Woese’s theory on progenotes, namely com-
munities of interacting protocells unable to sustain
themselves alone, evolving via massive lateral genetic ex-
changes [56].
At the molecular level, it is reasonable to assume that
processes resulting from interactions of a diversity of
intertwined agents offer a crucial explanans of biological
complexity. Rather than ‘one agent, one action’, it would
be more accurate to consider ‘a relationship between
agents, one action’ as the modus operandi of life.
Multiple drivers, of different nature, contribute to the
evolution of these interactions: among others, gene co-
expression/co-regulation [57], sometimes mediated by
transposons [58–61]; the evolutionary origin of the
genes [62]; and also physical and chemical laws, as well
as the presence of targeting machineries that constrain
and regulate diffusion processes in the cell. These types
of relationships described at the molecular level are also
recovered at other levels of biological organisations.

Networks at the cellular level
Similar conclusions have been reached at the cellular
level, also crucial for understanding life history. All pro-
karyotes and protists are unicellular organisations, and
the cell is a fundamental building block of multicellular
organisms. Cells must constantly evaluate the states of
their inner and outer environments, i.e. to adjust their
gene expression and react accordingly [46]. This involves
regulatory, transduction, developmental, and protein
interaction networks, etc. Cells are built upon inner net-
works of interacting components, and involved in or af-
fected by a diversity of exchanges, influences and modes
of communications (namely, genetic, energetic, chemical
and electrical modes). Microbiology has gone a long way
toward unraveling these processes since its heyday of
pure culture studies, a fruitful reductionist approach
now complemented by environmental studies. These lat-
ter further unraveled that cells compete and cooperate
with, and even compensate for each other, within mono-
or multispecific microbiomes [63, 64]. Both types of
microbiomes have a fundamental commonality: they
produce collective properties and co-constructed pheno-
types (Fig. 1) evolving at the interface between cells.
Such properties cannot be understood without consider-
ing networks of influences: the oscillatory growth of bio-
films of Bacillus subtilis cannot be deduced from the
analyses of the complete genomes of these clones, but
requires modeling metabolic co-dependence within a
monogenic community affected by a delayed feedback
loop, involving chemical and electrical signals [65, 66].

Furthermore, many cellular agents show a relative lack
of autonomy. In nature, some groups of prokaryotes dis-
play complementary genomes with incomplete metabolic
pathways, consistent with the black queen hypothesis,
which predicts that our planet is populated by groups of
(inter)dependent microbes [67, 68]. More precisely, this
hypothesis predicts the loss of a costly function, encoded
by a gene or a set of genes, in individuals, when this



Fig. 1. An example of co-construction, the case of holobionts. The left
circle represents the set of traits associated with a host, the right circle
represents the set of traits associated with its microbial communities;
the intersected area represents traits that are produced jointly as a
result of the interaction between hosts and microbes. When this area
becomes large or when co-constructed traits are remarkable, they
cannot be correctly explained under a simple model treating hosts and
microbes in isolation. This scheme holds for different types of partners
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function becomes dispensable at the individual level,
since it is achieved by other individuals that produce
(usually leaky) public goods in sufficient amount to sup-
port the equilibrium of the community. Thus, gene
losses in some cells are compensated by leaks of sub-
strates from other cells, formerly encoded by the lost
genes. Some microbes experience labor division [69].
Symbionts and endosymbionts depend on their hosts.
The ‘kill the winner’ theory [70] further challenges the
notion that the microbial world is a world of fit cellular
individuals. This theory stresses a collective process via
which viruses mechanically mostly attack cells that re-
produce faster and thus regulate bacterial populations,
these latter sustaining their diversity because these pop-
ulations are comprised of individual prokaryotic cells
that make a suboptimal use of a diversity of resources.
Thus, cells belong to networks that affect their growth
and survival, which might explain why most bacteria
cannot be grown in pure culture. They only truly thrive
within communities, whose global genetic instructions
are spread over several genetically incomplete microbes.

Accounting for these internal and external cellular
networks requires considering processes that are not
central in the synthetic evolutionary theory. Typically,
the notion that cellular evolution makes jumps, because
new components and processes (such as metabolic
pathways) are acquired from outside a given cellular
lineage, contrasts with more gradual accounts of bio-
logical change, like accounts based on point mutations
affecting genes already present in the lineage. Because
saltations (macromutations) are essential evolutionary
outcomes of introgressive processes, via the combination
of components from different lineages, no complete pic-
ture of evolution can be provided without these jumps,
which are naturally modeled by networks. Indeed, gen-
etic information has been flowing both vertically and
horizontally between prokaryotes for over 3.5 billion
years [71–77], and possibly earlier, according to Woese,
who proposed that our universal ancestor was not an
entity but a process, that is, genetic and energetic ex-
changes within protocellular communities [56]. Remark-
ably, this latter case indicates that network modeling
could help to tackle a fundamental issue in evolutionary
biology: modeling the evolution of biological processes
that emerge from interactions between biological en-
tities. Since these interactions can be represented by a
network, the evolution of these interactions, describing
the evolution of biological processes, can then be repre-
sented by dynamic networks. Likewise, eukaryogenesis
rested on the co-construction of a novel type of cell, as a
result of the endosymbiosis of a bacteria within an
archaeon [78–80]. Later, the evolution of photosynthetic
protists emerged from endosymbioses involving unicel-
lular eukaryotes and cyanobacteria, or various lineages
of protists, namely in secondary and tertiary endosymbi-
oses [81]. Such endosymbioses, and their outcomes as
illustrated in our work [82, 83], are also naturally mod-
eled using networks.

Moreover, the long-term impact of these introgressive
processes on cellular evolution should not be underesti-
mated. For instance, endosymbiosis does not merely intro-
duce new cellular lineages, it also favors the evolution of
chimeric structures and chimeric processes within cells
[83–91]. Such intertwining cannot be modeled using a
single genealogical tree, which only recapitulates cellular
divergence from a last common ancestor. Even though
cells always derive from other cells, a full cellular history
cannot be reduced to the history of some cellular compo-
nents that are assumed to track the history of cellular
division [92]. In particular, phylogenetic analyses of infor-
mational genes cannot be the only clue to understanding
the origins of cellular diversity, since these genes do not
reflect how cells are organized, how they gather their
energy, and how they interact with each other. Analyzing
the co-construction side of evolution requires enhanced
models: understanding eukaryotic evolution requires
mixed considerations of cellular architecture, population
genetics and energetics, which go beyond classic phylo-
genetic models, which not so long ago were still prone to
considering three primary domains of life [93–95].

Although invoking multiple agents rather than a single
ancestor in evolutionary explanations might appear to
contradict the famous Ockham’s razor [96], it does so
only superficially when it is likely that many cells are
co-constructed, especially in the context of a web of life.
Enhanced models including intra- and extracellular
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interactions appear necessary to understand cellular
complexity, including the predictable disappearance of
traits (and processes), namely the convergent gene loss
of mitochondria and plastids [97] by a process called
dedarwinification [98, 99].

Networks beyond the cellular level
Studies of multicellular organisms—we will focus on ani-
mals—have led to similar general findings. Understand-
ing animal traits and their evolution requires analyzing
the relationships between a multiplicity of agents be-
longing to different levels of biological organisation,
eventually nested, some of which co-constructs animals
and guarantees their complete lifecycle [100]. Because
no sterile organism lives on Earth, animal development,
health and survival depend on microbes. Granted, bac-
teria can often legitimately be seen as part of the envir-
onmental demands in an evolutionary model focused on
the host’s lineage; or sometimes bacteria and host could
also be considered as part of a coevolution process, with
no need to posit the whole as a unit of selection [101].
However, asking ‘who is the beneficiary of the symbiosis
as the result of evolution?’ may in some cases lead to the
recognition that bacteria and host evolved together and
were selected together [102]. More generally, while some
microbes contribute to animals’ lives possibly as a result
of host-derived selection, others contribute as a result of
selectively neutral processes (like microbial priming
[103]) [101, 104]. These interactions produce communi-
cation networks within the animal body: chemical infor-
mation circulates between the animal brain and the gut
microbiome. These interactions also result in communi-
cation and interaction networks between individuals. In
some animal lineages, the microbiome affects social be-
haviors, for instance fermenting microbes inform about
the gender and reproductive status in hyena [105]. Com-
ponents of the microbiome also affect mating choice
[106], reproductive isolation and possibly speciation.
Consequently, the microbiome now appears as an essen-
tial component of animal studies [107]. Microbiome
studies, the significance of which is overstated in some
respects, nevertheless have shown that the evolutionary
intertwining between many metazoa and commensal or
symbiotic bacteria could not be neglected anymore and
black-boxed in favor of purely host gene-centered evolu-
tionary models. And the associations between hosts and
microbes do not need to be units of selection to be part
of the recent insights that support the novel theoretical
framework proposed here. Their interplay imposes
reconfigurations of practices, theories and disciplines
[108]. As a result of our improved insight into evolution,
zoology and immunology [109] become theaters of new
ecological considerations [110], sometimes strangely
qualified as Lamarckian [111, 112], because animals can
recruit environmental microbes and transmit them (with a
non-null heritability [113]) to their progeny. Therefore,
nuclear gene inheritance alone may provide too narrow a
perspective to account for the evolution of all animal
traits; as an example, aphid body color depends on animal
genetics and the presence of Rickettsiella [114]. Population
genetics gets included in a broader community genetics,
which also considers transmission of microbes and their
genes [108, 114]. The use of gnotobiotic and transbiotic
animals becomes a new experimental standard to analyze
multigenomic collectives without counterparts in modern
synthesis theories. These collectives harbor morphological,
physiological, developmental, ecological, behavioral and
evolutionary features [115–119] that are not purely con-
structed by animal genes, but rather appear to be co-
constructed at the genetic and metabolic interface
between the microbial and macrobial worlds, while the
content of the respective animal genomes only provides
incomplete instructions. Understanding animal evolution
requires understanding the interaction networks between
components from which these taxa evolved, and the net-
works to which these taxa still belong.

In ecology, an analogous turn towards network think-
ing has been promoted since the 1990s with the general
acceptance of the notions of metapopulations [120] and
then metacommunities [121]. These views suggest that
the dynamics of ecological biodiversity is not so much
located within a community of species but rather in a
metacommunity, which can be thought of as a network
of communities exchanging species, while targeting one
community blinds one to what genuinely accounts for
biodiversity and ecosystem functioning [122].

This quick overview provides evidence that networks
are at the origin of the genes of unicellular and multicel-
lular organisms and central for their functions. The
living world is a world of ‘and’ and ‘co-’. From division
of labor and compensations, to dependencies and co-
constructions, etc.: interactions (which only begin to be
deciphered) are everywhere in biology. Thus, explaining
the actual features of biodiversity requires explaining
how multiple processes, interface phenomena (co-con-
struction of biological features, niche construction,
metabolic cooperation, co-infection and co-evolution)
and organisations (for instance, from molecular path-
ways to organisms and ecosystems) arose from interact-
ing components, and how these processes, phenomena
and organisations may have been sustained and trans-
formed on Earth.

Reframing evolutionary explanations from the
scaffolded evolution perspective
Introducing a classification of interacting components
While classic evolutionary models, prompted by
Darwin’s famous tree [123], mostly stress how related
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entities diverge in relative independence, it appears im-
portant to show how a diversity of components, which
may not be related, interact and produce various evolu-
tionary patterns.

The notion of scaffolding [124], which describes how
one entity continues an event initiated by another entity,
and relies on it up to the point that at some timescale it
becomes dependent upon it for further evolution, ap-
pears as a fundamental relationship to describe the evo-
lution of life. We propose scaffolding should become
more central in explanations of evolution because no
components from the biological world are actually able
to reproduce, or persist, alone (Fig. 2). Each entity influ-
ences or is influenced by something external to it, and is
consequently part of a process. Scaffolding thus defines
the causal backbone of collective evolution. It describes
the historical continuity between temporal slices of
interaction networks, since any evolutionary stage relies
on previously achieved networks and organisations.
Therefore, describing the evolution of interactions re-
quires explanations to address the following issues: what
scaffolds what, what transforms the environment of what,
and are these influences reciprocal? Characterizing the
types of components that, together, have evolutionary
importance through their potential interaction is therefore
a central step to expanding evolutionary theory.

We propose that a first distinction can be made be-
tween obligate and facultative components. Suppressing
the former impacts the course and eventually the
reproduction of the process to which they contribute
(Fig. 3), whereas facultative components do not hold
such a crucial role, and may simply be involved by
chance. A second distinction is whether the components
are biotic (genes, proteins, organisms…) or abiotic (such
as minerals, environmental, cultural artefacts). Abiotic
components can be recruited from the environment or
be shaped by biological processes [125]. They can also
a b

Fig. 2. Different types of scaffolding, at four levels of biological organisatio
vertical descent at the cellular level. c Co-construction at the multicellular l
eco-systemic level
alter the evolution of the biotic components, for ex-
ample, environmental change can drive genetic and
organismal evolution and selection. The history of life
clearly depends on the interplay of both types of compo-
nents. Biotic components, however, deserve a specific
focus. Some of them form lineages (for instance, genes
replicate), while others do not (for instance, proteins are
reconstructed). Finally, interacting replicated compo-
nents can be further classified into fraternal components
when they share a close last common ancestor (e.g. in
kin selection cases), and egalitarian components, when
they belong to distinct lineages (as an example, think of
the evolution of chimeric genes by fusion and shuffling
[29, 45, 126]) [63].

Introducing dynamic interaction networks
Biodiversity usually evolves from interactions between
the diverse types of components described above. For
example, metalloproteases emerge from the interaction
between reconstructed biotic components (proteins) and
a metal ion. Regulatory networks involve biotic compo-
nents that can be either replicated (i.e. genes and pro-
moters) or reconstructed (i.e. proteins). Protein
interaction networks intertwine reconstructed egalitarian
biotic components, which means proteins that are not
homologous. Evolutionary transitions such as eukaryo-
genesis result from the interweaving of biotic compo-
nents (cells) from multiple lineages. Holobionts evolve
from interactions between egalitarian biotic components
(macrobial hosts and microbial communities) and pos-
sibly abiotic components, such as the mineral termite
mounds, or the volatile chemicals produced by the
microbial communities of hyenas [105].

Taking collectives of interacting components as central
objects of study in evolutionary biology invites us to ex-
pand the methods of this field. It encourages developing
statistical approaches or inference methods beyond those
c d

ns. a Functional interactions at the molecular level. b Introgression and
evel. d Niche-construction and physico-chemical interactions at the



Fig. 3. Classification of major types of components in evolving systems. A process/collective cannot be completed in the absence of obligate
components, whereas facultative components do not affect the outcome of the process/function of the collective. Biotic components are
biological, material products, whereas abiotic components are environmental, geological, chemical, physical or cultural artefacts. Replicated
components are produced by replication, which implies a physical continuity between ancestral and descendent components; they undergo a
paradigmatic Darwinian evolution. Reconstructed components are reproduced without direct physical continuity, and cannot directly accumulate
beneficial mutations. Fraternal components belong to the same lineage, whereas egalitarian components belong to different lineages
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operating under the very common assumption that bio-
logical components are independent. Therefore, we
propose to represent interactions between components
in the form of networks in which components are nodes
and their interactions (of various sorts) are edges. These
networks are conceptually simple objects. They can be
described as adjacency lists of interactions, in the form
‘component A interacts with component B, at time t
(when such a temporal precision is known)’. Such dy-
namic interaction networks could become more central
representations and analytical frameworks, and serve as
a common explanans for various disciplines in an ex-
panded evolutionary theory. Importantly, because these
networks embed both abiotic and biotic, related and un-
related components (like viruses, cells and rocks), they
should not be conflated with phylogenetic networks, but
Fig. 4. An evolving interaction network. Nodes are components (circles are
interactions between these components. The network topology evolves as
phylogenetic ancestry of lineage-forming components
recognized as a more inclusive object of study (Fig. 4).
Where phylogenies describe relationships, networks can
describe organisations. How such organisations evolve
could for example be described by identifying evolution-
ary stages, that is, sets of components and of their inter-
actions simultaneously present in the network (Fig. 4).
Investigating the evolution of an ecosystem corresponds
to studying the succession of evolutionary stages in such
networks and detecting possible regularities—in the
sense that some evolutionary stages would fully or partly
reiterate over time—or hinting at rules or constraints
(like architectural contingencies [127, 128] or principles
of organisations [46]) on the recruitment, reproduction
and heritability of their components.

Thus, we suggest that evolutionary biology could be
reframed as a science of evolving networks, because
full when the component is biotic). Thick black edges represent
nodes or their connection change. Dashed edges represent the
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such a shift would allow inclusive, multilevel studies of a
larger body of biological and abiotic data, via approaches
from network sciences.

Concrete strategies to enhance network-based
evolutionary analyses
Enhancing network-based evolutionary analyses, beyond
the now classic research program of phylogenetic net-
works, could consolidate comparative analyses in the
nascent field of evolutionary systems biology [129, 130],
as illustrated by examples based on molecular networks.
Network construction/gathering constitutes the first step
of such analyses. This involves first defining nodes of the
network, namely components suspected to be involved
in a given system, and edges, namely qualitative (or
quantitative, when weighted) interactions between these
entities. Many biological interaction networks (gene co-
expression networks (GCNs), gene regulatory networks
(GRNs), metabolic networks, protein–protein interaction
networks (PPIs), etc. [46]) are already known for some
species, or can be inferred [131–136]. For example,
GCNs offer an increasingly popular resource to study
the evolution of biological pathways [137], as well as to
Fig. 5. Workflow of the evolutionary analysis of interaction networks. From
edges between triangles represent interactions between these components
and edges are colored to produce evolutionary colored networks (ECNs) th
the networks. ECNs can be investigated individually by graph decompositio
alignment. The two types of comparisons can return conserved subgraphs
meaning when different sets of interactions (hence processes) evolved, and
Contemporary refer to the relative age of the sub-graphs, identifying new c
indicates that a component, and the relationship it entertains with the rest
reveal conservation and divergence in gene regulation
[138]. GCNs are already used for micro-evolution stud-
ies, as in the case of fine-grained comparisons of expres-
sion variations between orthologous genes across closely
related species, and for the analysis of minor evolution-
ary and ecological transitions, such as changes of ploidy
[139, 140], adaptation to salty environments [141] or
drugs [142], or the effects of plant domestication
[143, 144]. Likewise, GRNs are starting to be used in
micro-evolution and phenotypic plasticity studies
[145]. Understanding the dynamics of GRNs appears
critical to inferring the evolution of organismal traits,
in particular during metazoan [146–148], plant [149] and
fungal [150] evolution. We suggest that PPI, GCN and
GRN studies could become mainstream and also be
conducted at (much) larger evolutionary and temporal
scales, to analyze additional, major, transitions.

Based on these established networks, two major types
of evolutionary analyses (network-decomposition and
graph-matching; Fig. 5) can be easily further developed
by evolutionary biologists. More precisely, the above-
mentioned kinds of biological networks could be system-
atically turned into what we call evolutionary colored
left to right: triangles represent components of interaction networks,
. Interaction networks are first constructed/inferred, then their nodes
at represent both the topological and the evolutionary properties of
n and centrality analyses, or several ECNs can be compared by graph
that allow understanding of the dynamics of interaction networks,
whether these interactions were evolutionarily stable. Ancient and

lade-specific relationships (here called refinement); introgression
of the network, was inferred to result from a lateral acquisition
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biological networks (ECNs). In ECNs, each node of a
given biological network is colored to reflect one or sev-
eral evolutionary properties. For example, in molecular
networks, nodes correspond to molecular sequences
(genes, RNA, proteins) that belong to homologous
families that phylogenetic distribution across host spe-
cies allows us to date [137, 151–156]. The ‘age’ of the
family at the node can thus become one evolutionary
color (Fig. 5). Likewise, several processes affecting the
evolution of a molecular family (selection, duplication,
transfer, and divergence in primary sequence) can be
inferred by classic phylogenetic analyses or, as we pro-
posed, by analyses of sequence similarity networks [157].
Such studies provide additional evolutionary colors (like
quantitative measures: intensity of selection, rates of
duplication, transfer, and percentage of divergence), which
can be associated with nodes in ECNs [139, 149, 154,
158–161]. Thus, ECNs contain both topological informa-
tion, characteristic of the biological network under investi-
gation, as well as evolutionary information: what node
belongs to a family prone to duplication, divergence, or
lateral transfer, as well as when this family arose. Combin-
ing these two types of information in a single graph allows
us to test specific hypotheses regarding evolution.

Using ECNs, it is first fruitful to test whether (or
which of ) these evolutionary colors correlates with
topological properties of the ECNs [162–164]. The null
hypothesis that nodes’ centrality, e.g. nodes’ positions in
the network, is neither correlated with the age nor with
the duplicability, transferability or divergence of the
molecular entities represented by these nodes can be
tested. Rejection of this hypothesis would hint at pro-
cesses that affect the topology of biological networks or
are affected by the network topology. For example, con-
sidering degree in networks, proteins with more neigh-
bors are less easily transferred [163], highly expressed
genes, more connected in GCNs, evolve slower than
weakly expressed genes [165], and genes with lower
degrees have higher duplicability in yeast, worm and flies
[166]. Considering position in networks, node centrality
correlates with evolutionary conservation [136], gene
eccentricity correlates with level of gene expression and
dispensability [167], and proteins interacting with the
external environment have higher average duplicability
than proteins localized within intracellular compart-
ments [168]. Additionally, network structure gives a clue
to evolution since old proteins have more interactions
than new ones [169, 170]. Generalizing these disparate
studies could help to understand the dynamics of bio-
logical networks, in other words how the architecture,
the nodes and edges of present day networks, evolved
and whether their changes involved random or biased
sets of nodes and edges or follow general models of
network growth with detectable drivers.
This focus would complement a classic tree-based
view. For instance, under the reasonable working hy-
pothesis that pairs of connected nodes of a given age re-
flect an interaction between nodes that may have arisen
at that time [154, 171], ECNs can easily be easily decom-
posed into sub-networks, featuring processes of different
ages (that is, sets of nodes of a given age, e.g. sets of
interacting genes). This strategy allows identification of
conserved network patterns, possibly under strong se-
lective pressure [159]. Constructing and exploiting ECNs
from bacteria, archaea, and eukaryotes thus has the po-
tential to define conserved ancestral sets of relationships
between components, allowing evolutionary biologists to
infer aspects of the early biological networks of the last
common ancestor of eukaryotes, archaea and bacteria
and even of the last universal common ancestor of cells.
Assuming that some of these topological units corres-
pond to functional units [172], especially for broadly
conserved subgraphs [138, 149, 152, 166, 173–182],
would allow network decompositions to propose sets of
important processes associated with the emergence of
major lineages.

Moreover, graph-matching of ECNs allows several
complementary analyses. First, for interaction networks,
such as GRNs, whose sets of components and edges
evolve rapidly [183–185], it becomes relevant to analyze
where in the network such changes occur in addition to
(simply) tracking conserved sets of components and
edges. Whereas the latter can test to what extent conser-
vation of the interaction networks across higher taxa
supports generalizations made from a limited number of
model species [186], the former allows us to test a gen-
eral hypothesis: are there repeated types of network
changes? For example, does network modification
primarily affect nodes with particular centralities, as
exemplified by terminal processes [187], or modules?
Systematizing these analyses would provide new insights
into whether the organisation principles of biological
networks changed when major lineages evolved or
remained conserved. In terms of the ECN, can the same
model of graph evolution explain the topology of ECNs
from different lineages? The null hypothesis would be
that these major transitions left no common traces in
biological networks. An alternative hypothesis would be
that the biological networks convergently became more
complex (more connected and larger) during these tran-
sitions to novel life forms. Indeed, analyses conducted
on a few taxa have reported quantifiable and qualifiable
modifications in biological networks (in response to
environmental challenges [188], during ecological transi-
tions [189] or as niche specific adaptations [190]). More
systematic graph-matching [191–193] and motif ana-
lyses, comparing the topology of ECNs from multiple
species, could likewise be used to test the hypothesis
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that major lineages are enriched in particular motifs
(either modules of colored nodes and edges, or specific
topological features, such as feed-forward loops [46] or
bow-ties [194]). It would also allow identification of
functionally equivalent components across species,
namely different genes with similar neighbors in differ-
ent species [176].

While inferences on conserved sets of nodes and edges
in ECNs are likely to be robust (since the patterns are
observed in multiple species), missing data (missing
nodes and edges) constitute a recognized challenge,
especially for the interpretation of what will appear in
ECN studies as the most versatile (least conserved) parts
of the biological networks. The issue of missing data,
however, is not specific to network-based evolutionary
analyses, and should be tackled, as with other compara-
tive approaches, by the development and testing of
imputation methods [195–197]. Moreover, issues of
missing data can also be addressed by the production of
high coverage -omics datasets in simple systems, allow-
ing for (nearly) exhaustive representations of the entities
and their interactions (i.e. PPIs, GCNs and GRNs within
a cell, or metabolic networks within a species poor eco-
system). This kind of data would allow testing for the
existence of selected emergent ecosystemic properties
(like carbon fixation), as stated by the ITSNTS hypoth-
esis [198]. For instance, deep coverage time series of
metagenomic/metatranscriptomic data coupled with en-
vironmental measures from a simple microbial ecosys-
tem, such as carbon fixation, could produce enough data
to allow the evolutionary coloring of nodes of metabolic
networks. Comparing ECNs representing, at each time
point, the origin and abundance of the lineages hosting
the enzymes involved in carbon fixation could test
whether some combinations of lineages are repeated
over time, and whether the components (e.g. genes and
lineages) vary, whereas carbon fixation is maintained in
the ecosystem, which would suggest that this process
evolves irrespective of the nature of the interacting
components.

Finally, entities from different levels of biological or-
ganisation (domains, genes, genomes, lineages, etc.)
could also be studied together in a single network frame-
work, by integrating them into multipartite networks
[199]. Recently, our studies and others (see [200] and
references therein) have demonstrated that various pat-
terns in multipartite graphs can be used to detect and
test combinatorial (introgressive) and gradual evolution
(by vertical descent) affecting genes and genomes.
Decomposing multipartite networks into twins and
articulation points could for example then be used to
represent and analyze the evolution of complex compos-
ite molecular systems, such as CRISPR, or the dynamics
of invasions of hairpins in genomes [201].
Further justifications for a shift toward network
thinking
Enlargement of evolutionary biology
Focusing evolutionary explanations and theories on collec-
tives of interacting components, which may be under
selection, facilitate selection, or condition arrangements
through neutral processes [39, 40, 202], and representing
these scaffolding relationships using networks with biotic
and abiotic components and a diversity of edges represent-
ing a diversity of interaction types would be an enlarge-
ment. Enlargements, as expressing the need to consider
structures that are more general than what already exists,
have already occurred within evolutionary theory, when
simplifications from population genetics were relaxed with
respect to the original formalization in the Modern
Synthesis [203], to account for within-genome interaction
[9], gene–environment covariance [204], parental effects
[205], and extended fitness though generations [206]. It
also occurred when reticulations representing introgres-
sions were added to the evolutionary tree.

Interestingly, replacing standard linear models in evolu-
tionary theory with network approaches would transcend
several traditional axes structuring the debates in evolu-
tionary biology. For instance, scaffolded evolution, the idea
that evolution relies on what came before, is orthogonal to
the distinction between vertical and horizontal descent,
since both tree-like and introgressive evolution are
particular cases of scaffolding. Scaffolded evolution is also
orthogonal to the distinction between gradual and salta-
tional evolution. Likewise, scaffolded evolution is orthog-
onal to the debates between the actual role of adaptations
vs neutral processes. Selection is a key mode of evolution
of collectives but not the only one. The processes involved
in the forming and evolution of collectives are not even
restricted to the key processes of the Modern Synthesis
(drift, selection, mutation and migration) but embrace in-
teractions such as facilitation—namely antagonistic inter-
actions between two species that allow a third species to
prosper by restraining one of its predators or parasites
[207], presuppression [39, 40], etc. Consequently, some
evolutionary concepts may become more important than
they currently are to explain evolution. For example, con-
tingency, which means the dependence of an evolutionary
chain of events upon an event that itself is contingent, in
the sense that it can’t be understood as a selective re-
sponse to environmental changes [18, 208, 209], is often
associated with extraordinary events, like mass decima-
tion. Contingency could come to be seen as a less extraor-
dinary mode of evolution in the history of life, since the
ordinary course of evolution might include many cases of
contingent events, that is, associations of entities in a tran-
sient collective, including any scaffolds—associations that
are not necessarily selective responses or the outcomes of
processes modeled in population genetics.
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Likewise, adopting a broader ontology could affect
how evolutionary theorists think about evolution. Popu-
lation thinking and tree-thinking came after essentialist
conceptions of the living words, when populations and
lineages were recognized as central objects of evolution-
ary studies [210]. A shift towards collectives and scaf-
folded evolution might encourage a similar development:
the emergence of an openly pluralistic processual think-
ing, consistent with Carl Woese’s proposal to reformulate
our view of evolution in terms of complex dynamic sys-
tems [211].

Further unifying the evolutionary theory
Using a network-based approach to analyse dynamic
systems also permits explanations that rely purely on
statistical properties [212] or on topological or graph
theoretical properties [213, 214] besides standard expla-
nations devoted to unravelling mechanisms responsible
for a phenomenon. Moreover, because of the inclusive-
ness of the network model, disciplines already recog-
nized for their contribution to evolutionary theory
(microbiology, ecology, cell biology, genetics, etc.) could
become even more part of an interdisciplinary research
program on evolution, effectively addressing current is-
sues, consistent with the repeated calls for transdis-
ciplinary collaborations [19–21, 215]. Disciplines that
were not central in the Modern Synthesis—chemistry,
physics, geology, oceanography, cybernetics or linguis-
tics—could aggregate with evolutionary biology. Since a
diversity of components gets connected by a diversity of
edges in networks featuring collectives, as a result of a
diversity of drivers, several explanatory strategies could
be combined to analyze evolution. This extension to
seemingly foreign fields makes sense when the compo-
nents/processes studied by these other disciplines are
evolutionarily or functionally related to biotic compo-
nents and processes (either as putative ancestors of
biological components and processes, like the use of a
proton gradient in cells, which possibly derived from
geological processes affecting early life [216], or as
descendants of biological systems, e.g. technically syn-
thesized life forms, which have a potential to alter the
future course of standard biological evolution).

Remarkably, this mode of unification of diverse scien-
tific disciplines would be original: the integration would
not be a unification in the sense of logical positivism
[217]—namely reducing a theory to a theory with more
basic laws, or a theory with a larger extension. It would
be a piecemeal [218] unification. Some aspects would be
unified through a specific kind of graph modeling
(because some interactions, namely mechanical, chem-
ical, ecological ones, and a range of time scales are privi-
leged in a set of theories), while other theories might be
unified by other graph properties (like different types of
edges and components). For example, the fermentation
hypothesis for mammalian chemical communication
could be analyzed in a multipartite network framework,
which would involve nodes corresponding to individual
mammals, nodes corresponding to microbes, and nodes
corresponding to odorous metabolites. Nodes corre-
sponding to mammals could either be colored to reflect
an individual’s properties (its lineage, social position,
gender, sexual availability), or these nodes could be con-
nected by edges that reflect these shared properties,
which defines a first host subnetwork. This host subnet-
work can itself be further connected to a second subnet-
work, namely the microbial subnetwork in which nodes
representing microbes, colored by phylogenetic origins,
could be connected to reflect microbial interactions
(gene transfer, competition, metabolic cooperation, etc.).
Connections between the host and microbial subnet-
works could simply be made by drawing edges between
nodes representing individual mammals hosting mi-
crobes, and nodes representing these microbes. More-
over, nodes representing mammals and nodes
representing microbes could be connected to nodes
representing odorous metabolites to show what odours
are associated with what combinations of hosts and mi-
crobes. Elaborating this network in a piecemeal fashion
would involve cooperation between chemists, microbiol-
ogists, zoologists and evolutionary biologists.

Of note, the use of integrated networks could prag-
matically address a deep concern for evolutionary stud-
ies, by connecting phenomena that occur at different
timescales: development and evolution [219] or ecology
and evolution [220]. Considering transient collectives
(thus processes) as stable entities at a given time-scale,
when these collectives change much more slowly than
the process in which they take part, amounts to a focus
on interactions occurring at a given time scale by treat-
ing the slower dynamics as stable edges/nodes. Then,
various parts of the networks embody distinct time-
scales, which may provide a new form of timescale inte-
gration, working out the merging of timescales from the
viewpoint of the model, and with resources intrinsic to
the model itself. The reason for this is that a node in an
interaction network Ni, describing processes relevant at
a time scale i, can itself be seen as the outcome of
another (embedded) interaction network Nj, unfolding
at a time scale j. This nestedness typically occurs when
the node in Ni represents a collective process, involving
components that evolve sufficiently slowly with respect
to the system considered at the time scale i to figure as
an entity, a node in Ni. In the case of a PPI network Ni,
each node conventionally represents a protein, but the
evolution of each protein could be further analysed as
the result of mutation, duplication, fusion and shuffling
events affecting the gene family coding the proteins over
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time; for instance, each protein could thus be repre-
sented as the outcome of interaction between domains
in a domain–domain interaction network Nj. Consider-
ing these two time-scales, it becomes apparent that gene
families enriched in exon shuffling events, a process
directly analysable in Nj, have a higher degree in PPI
networks represented at the time-scale Ni [221].

Predictions: discovery of co-constructed phenotypes
What possible findings may result from this perspective
shift? One can only speculate, but the nature of the
potential discoveries is exciting. At the molecular level,
the structure and composition of regulatory networks
and protein interaction networks could be substantially
enhanced to scaffolding elements. Currently, these net-
works represent interactions within a single individual/
species. Yet, viruses are everywhere, viral genes and pro-
teins clearly influence the networks of their hosts, and
likely constitute an actual part of their evolution. Thus,
virogenetics, a novel transdiscipline, may prosper in an
expanded evolutionary theory to show how and to what
extent viruses co-construct their hosts, including
perhaps reproductive-viruses, allowing their hosts to
complete their lifecycles. At the cellular level, new
modes of communication [222, 223] could be discov-
ered, as possible viral and microbial languages and com-
munication networks in biofilms would exemplify. At
the level of multicellular organisms and holobionts, ‘sym-
biotic codes’, guiding the preferential association between
hosts and symbionts, could be identified. At the level of
phyla, hidden evolutionary transitions may be unraveled.
While secondary (and tertiary) acquisitions of plastids
have been documented [81], it might be shown that
mitochondria too have been so acquired in some
eukaryotic lineages (alongside the plastid or independ-
ently). Secondarily acquired mitochondria may provide
their new hosts with additional compartments, where
chimeric proteomes could assemble [91, 224] and per-
form original physiological processes. At the ecosystemic
level, evolving networks could be used to model the
changes and stases of our planet, grounding biotic line-
ages and processes in their environment, while highlight-
ing potential regularities in the organisations and
dynamics of ecosystems. What affects the stability of
what over the course of evolution could thus become a
central theme of an expanded evolutionary theory.

Concluding remarks and open questions
Interactions are not merely a part of biological history,
they are what made this history. But evolutionary biolo-
gists have certainly not reconstructed the Dynamic
Interaction Network of Life (DINol) yet. Undertaking
this endeavor, however, would emphasize the importance
of processes. Our ancestors were processes. Our
descendants and those of other life forms will be pro-
cesses too. Some one hundred and fifty years after On
the Origin of Species, which started a great evolutionary
inquiry, evolutionists should prepare to face a larger
challenge: expanding evolutionary theory to study the
evolution of processes. With the development of -omics
and network sciences, the concepts, data and tools for
this research program are increasingly available.
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